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2 CHAPTER 1 Protein structure

Introduction

The word ‘protein’ derives from the Greek pro-
teos, meaning ‘first’ or ‘of first importance.’ In
the early part of the last century, proteins rather
than nucleic acids were widely regarded as the
repository of hereditary information—the ‘ge-
netic material.’ Classic biochemical experiments
that disproved this are now the stuff of biolog-
ical folklore and are described on this site and
elsewhere. Over the past 75 years or so these
early misconceptions have been replaced by an
appreciation of the importance of proteins as
the ‘molecular workhorses’ of the cell. 

In 1926, James Sumner showed that ure-
ase from jack beans could be highly purified by
crystallization, enabling him to demonstrate
that enzymes were proteins. Nevertheless, at
the time proteins were still thought of as het-
erogeneous substances with random structure.
This dogma was challenged in 1934 when John
Desmond Bernal and a graduate student,
Dorothy Crowfoot, demonstrated that a crys-
tal of the proteolytic enzyme pepsin produced
a pattern of discrete diffraction spots on a film
when exposed to a beam of X-rays. This exper-
iment showed unequivocally that proteins pos-
sess an ordered, well-defined arrangement of
atoms, and the field of structural biology was
born.

Proteins are a diverse class of biological poly-
mers that play an extraordinary variety of func-
tional roles. In the form of enzymes, proteins
catalyze most of the chemical reactions that take
place in the cell. Protein function is not, however,
limited to chemical catalysis. For example, inter-
actions between protein hormones and receptors
are responsible for the transmission of many de-
velopmental and physiological signals and rep-
resent just one of many activities that are mediated
through highly specific protein binding events. 

Key concepts
• Proteins are large, complex polymers. Their three-

dimensional structures dictate their biological
function.

• The three-dimensional structure of proteins and
their complexes provides a framework that is es-
sential for a full comprehension of their myriad
biochemical activities.

• The size and spatial separation of atoms that make
up molecular structures is too small to be directly
observable by, for example, light microscopy.

• At present, three methods are available for protein
structure determination: X-ray crystallography, nu-
clear magnetic resonance spectroscopy, and elec-
tron microscopy.

1.1
A chemist can utilize an almost limitless va-

riety of conditions to increase the efficiency of
chemical reactions in the laboratory. In con-
trast, synthetic (anabolic) and degradative (cata-
bolic) processes, along with the host of specific,
high-affinity interactions necessary for life, must
occur in a largely aqueous environment and
within a rather narrow range of temperatures.
To a great extent, these constraints have driven
the evolution of the large and complex protein
molecules that we observe in living organisms.
Clearly, biological activity derives directly from
the relative spatial arrangement of the atoms
and chemical groups from which proteins are
constructed. For this reason, biological mech-
anisms can only be truly understood in the light
of the three-dimensional atomic structure of
the macromolecules involved. This chapter fo-
cuses on how our understanding of these fun-
damental molecular processes has evolved
through the elucidation and analysis of the
three-dimensional structure of proteins.

The primary goal of all structural techniques
is the determination of the precise spatial rela-
tionship between each and every atom in the
molecule of interest. In this respect it is impor-
tant to recall that the chemical bonds between
atoms within a protein are of the order of 
10-10 m. Optical theory shows that in order to
‘resolve’ two objects, we must illuminate them
with radiation of a wavelength that is no longer
than about twice the distance between them.
Given that the wavelengths of the visible elec-
tromagnetic spectrum are between ~400 and
800 nm, it is clear that light microscopy is not
useful when investigating objects as small as
proteins, and thus other methods must be em-
ployed. 

At present, X-ray crystallography and nu-
clear magnetic resonance (NMR) are the only
available techniques for the determination of
macromolecular structures at high resolution.
Significant advances in other areas, however—
particularly electron microscopy—are provid-
ing important structural information in
ever-increasing detail. A thorough treatment
of the theoretical background to these meth-
ods is beyond the scope of this chapter and the
interested reader is provided with references to
a number of excellent textbooks, review articles,
and online information. In the following three
sections, the aim is instead to provide a brief
historical background along with sufficient tech-
nical information to guide the reader through
the various examples provided in the follow-
ing sections, and to describe the technical ad-
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1.2 X-ray crystallography and structural biology 3

vances in currently popular structural tech-
niques that have resulted in the recent explo-
sion of structural information.

The first protein structure, that of myoglo-
bin, was reported by John Kendrew and cowork-
ers in the late 1950s. Since then, the number of
structures determined each year has increased
exponentially. This expansion of structural in-
formation has occurred in parallel with, and as
a result of, advances in the fields of molecular
biology and physics (Section 1.2, X-ray crystallog-
raphy and structural biology). In 1971, the Protein
Data Bank (PDB) was established as an inter-
national repository for structural data. At pres-
ent, a total of ~40,000 structures have been
deposited and structures are currently being de-
termined at the rate of ~5000 to 6000 per year
(FIGURE 1.1). 

Structural methods are increasingly being
incorporated into the pantheon of routine but
powerful methodologies that can be brought to
bear on an experimental system. Furthermore,
the scope of biological questions that can be
asked has been fundamentally changed. The
new field of structural genomics (Section 1.16, What’s
next? Structural biology in the postgenomic era) has
emerged with the goal of determining the struc-
tures of all proteins from a number of target or-
ganisms ranging from simple prokaryotes to
humans. Given that the human genome en-
codes upward of 30,000 proteins, this under-
taking is ambitious. If successful, though, the

benefits to basic biological science and to med-
icine (Section 1.15, Structure and medicine) could
be considerable.

X-ray crystallography and
structural biology

X-ray crystallography is, by far, the most effec-
tive and widely employed method for high-res-
olution structure determination. In light of the
size, flexibility, and complexity of proteins,
which will become apparent in later sections, it
is perhaps amazing that these molecules can be
enticed to form highly ordered three-dimen-
sional crystalline arrays that are the first basic
requirement of the method. In fact, this phe-
nomenon was first documented in 1847 by the
embryologist Karl Reichart, who observed crys-

Key concepts
• At present, X-ray crystallography is the primary

method for investigating macromolecular structure
at atomic resolution.

• Diffraction from a crystal produces a diffraction
pattern that can be related to the electron densi-
ties of each atom in the molecule by a Fourier
transform.

• Phase information crucial for reconstructing an im-
age of the molecule within the crystal is lost in
the diffraction experiment but can be recovered by
techniques of isomorphous replacement, molecular
replacement, and anomalous scattering.

1.2
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FIGURE 1.1 The rate of growth of the Protein Data Bank.
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4 CHAPTER 1 Protein structure

tallization of the oxygen transporter hemoglo-
bin, a molecule that was to play a central role
in the development of modern X-ray crystallo-
graphic methods. On December 28, 1895,
Wilhelm Conrad Roentgen gave his prelimi-
nary report, entitled Über eine neue Art von
Strahlen (On a New Kind of Rays), to the presi-
dent of the Wurzburg Physical-Medical Society,
accompanied by experimental radiographs of
his wife’s hand. Not everyone shared Roentgen’s
enthusiasm for his discovery, particularly the
mathematician and engineer Lord Kelvin who,
in 1897, infamously pronounced X-rays to be
an ‘elaborate hoax’—certainly not the highlight
of an illustrious career!

X-rays have extremely short wavelengths
of the order of one Ångstrom (Å) and in 1912,
the physicist Max von Laue suggested that they
might be used to investigate the atomic struc-
ture within crystals of small molecules. Lawrence
Bragg was able to demonstrate X-ray diffrac-
tion by crystals of sodium chloride and solve its
crystal structure. Diffraction of X-rays occurs as
a result of the scattering of X-rays by the elec-
trons that orbit each atom. Bragg formalized
the diffraction of X-rays in terms of the reflec-
tion of incident radiation from imaginary planes
of atoms that result from their periodic arrange-
ment in a crystal. For this reason, diffraction
‘spots’ are now known as ‘reflections’ and the
famous equation he derived (n� � 2dSin�) is
known as Bragg’s Law (FIGURE 1.2). 

Crystals are periodically repeating arrays
(Figure 1.4), and as a result the pattern and the
relative intensities of diffracted spots are related

to the underlying arrangement of atoms by a
mathematical summation known as the Fourier
transform (FIGURE 1.3). The intensities of the
reflections are simply the Fourier transform of
the electron density around each atom; the pat-
tern that they form on the detector (photo-
graphic film in the case of Bragg) is the transform
of the crystalline lattice within which the atoms
are arranged. The observed diffraction pattern
is a product (strictly a convolution) of the two.
Importantly, this dictates that each atom in the
crystal contributes, to a greater or lesser extent,
to every reflection. In order to calculate the elec-
tron density within the crystal, and thus the
atomic positions, the relative phase angles of
each reflection resulting from the constructive
interference between scattered X-rays must be
known. These are, however, completely lost in
the experiment. This is a fundamental differ-
ence between diffraction and microscopy, where
phase information is preserved through the use
of lenses that are not available for very short
wavelength X-rays. This information loss is
known as the ‘phase problem.’ 

As mentioned earlier, in 1934 Bernal and
Crowfoot had shown that protein crystals, like
small inorganic compounds, had sufficient in-
ternal order to diffract X-rays. Nevertheless,
these and subsequent experiments dramatically
illustrated the technical problems of investigat-
ing molecules of the size of proteins by diffrac-
tion methods. Crystals are formed from basic
repeating motifs or unit cells that are related to
each other by translation only (FIGURE 1.4).
Within a unit cell, the individual molecules (or

The Bragg construction

� �

dSin� dSin�

d

(Total path difference � 2dSin�)

�

��

n� � 2dSin�

n� � 2dSin�

FIGURE 1.2 The Bragg construction. 

The Fourier transform

�

�

�

Target ‘structure’
(square wave)

FIGURE 1.3 The Fourier transform. The addition of waves
of different phase, frequency, and amplitude results in
improved approximation of the square wave.
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1.2 X-ray crystallography and structural biology 5

groups thereof) that constitute the crystal’s
asymmetric unit are arranged according to a to-
tal of 230 possible symmetries or space-groups
that are described in terms of different rota-
tional (two-, three-, four-, or six-fold rotations),
translational, and mirror operations. In fact, as
we will see, proteins are chiral and for this rea-
son can only take a subset of these, represent-
ing a total of 65 available space-group
symmetries. 

Only the size of the unit cell decrees the
number of X-ray reflections that can be ob-
served at any given resolution. X-ray data from
protein crystals may involve the measurement
of tens of thousands of reflections, even for a
small protein crystallized in a low symmetry
space-group (FIGURE 1.5). The resolution of a
structure is directly related to the level of accu-
racy at which atomic positions are known. From
Bragg’s Law, we know that the more finely the
unit cell is sampled, the closer together the Bragg
planes become. At smaller d-spacings, the Bragg
requirement that, for a spot to be observed, the
total path difference must be an integral num-
ber of wavelengths (Figure 1.2) will only be ful-
filled at progressively higher values of �. Thus
the resolution is defined by the minimum value
of d (in Å units) for which reflections are rep-
resented in the final set of diffraction data. In
terms of the Fourier transform, the higher-res-
olution reflections are those that contribute the
highest-frequency terms in the summation, and
therefore contribute the most detailed struc-
tural information. FIGURE 1.6 shows how the fi-
nal calculated electron density varies with data
resolution. Initial estimates of the phase angle
for each reflection are generally poor.
Remember, however, that the diffraction pat-
tern is a Fourier transform of the contents of
the asymmetric unit, and therefore we can cal-
culate a theoretical diffraction pattern once we
know the locations of the atoms in the crystal.
This is the basis of crystallographic refinement,
where the atomic model is adjusted using mo-
lecular graphics and computational procedures
(Section 1.5, Protein structure representations—A
primer) so as to maximize the agreement of the
calculated pattern with the experimentally ob-
served diffraction data.

Such were the technical difficulties that the
first structure determination of a protein by X-
ray crystallography did not happen for more
than 20 years. The structure of myoglobin, a
small molecule of 153 amino acids that acts as
a store of molecular oxygen, was truly a reve-
lation, showing for the first time many of the
fundamental architectural principles of protein

structure that we now take for granted. The
crucial technical advances that enabled this ex-
traordinary achievement, however, were de-
veloped on a related but much larger molecule,
hemoglobin, which had been first crystallized
in the early part of the nineteenth century.
Vernon Ingram (working with Max Perutz, who
had already been laboring for many years on

A crystal lattice

6-fold

2-fold
3-fold

FIGURE 1.4 A crystal lattice.

3.4Å

2.6Å

2.0Å

The structure of lysozyme by X-ray crystallography

FIGURE 1.5 A part of the diffraction pattern obtained
from crystals of hen egg-white lysozyme (inset), the first
enzyme structure to be solved by X-ray crystallography.
Circles show different limits of resolution.

40632_CH01_smerdon.qxd  5/10/07  3:58 PM  Page 5



6 CHAPTER 1 Protein structure

The extent of the improvements in the X-
ray crystallographic method have meant that
the rate-limiting steps in structure determina-
tion are now the ability to grow well-diffract-
ing crystals, and therefore, the availability of
crystallizable samples. The considerable difficul-
ties associated with the need to purify potentially
scarce proteins from the cells/tissues within
which they naturally reside have been largely
removed by recombinant DNA technology. It
is now possible to produce tens or hundreds of
milligrams of highly pure protein by express-
ing its cloned gene in a variety of host cells, most
commonly the bacterium Escherichia coli, but
also in cultured yeast, insect, and mammalian
cells. Crystallization can now be performed au-
tomatically with a variety of commercially avail-
able crystallization ‘screens’ and robotic
liquid-handling devices. 

Having produced well-diffracting single crys-
tals, data can now be collected at a number of
high-intensity synchrotron radiation sources
around the world (FIGURE 1.7). These large instal-
lations produce hard (i.e., short wavelength) X-
rays as a by-product of accelerating packets of
electrons at velocities approaching the speed of
light, in a circular orbit with a diameter meas-
ured in the hundreds of meters. As the electrons
are forced to follow a circular path under the in-
fluence of a high magnetic field, energy is lost
as electromagnetic radiation at wavelengths
ranging from �-rays into the ultraviolet region.
Using sophisticated optics, a beam of X-rays,
with an intensity that may exceed that available
from a laboratory source by several orders of
magnitude, can be focused onto a protein crys-
tal with great precision. This, in combination
with modern electronic CCD (charge-coupled
device) detectors in place of X-ray film, results
in a considerable reduction in the time required
to collect diffraction data. Complete data sets
that would otherwise require days to collect can
now be measured in a matter of minutes. 

the hemoglobin problem) was able to soak crys-
tals of the protein in dilute solutions of heavy
(i.e., electron dense) metal salts and collect X-
ray data from them. In most cases this treat-
ment resulted in large changes in the pattern
of spots or a complete loss of diffraction.
Occasionally, though, the data collected were
similar (or isomorphous) enough with those
derived from unsoaked, native crystals that fur-
ther analysis was possible. Perutz used a math-
ematical procedure related to the Fourier
transform called a Patterson function to de-
termine the positions of bound heavy atoms in
the derivatized crystal. Isomorphism is impor-
tant here because the success of the procedure
relies on the fact that the differences in the
Patterson function of the underivatized and de-
rivatized crystal data derive solely from the ad-
dition of the heavy atom. From this knowledge
of the heavy atom positions, an approximate
phase angle for each reflection could be calcu-
lated, enabling a map of the electron density of
the hemoglobin molecule to be produced at 5.5
Å resolution. The smaller size of myoglobin (~17
kDa, compared with hemoglobin at~ 65 kDa)
meant that John Kendrew, working in the same
department as Ingram, was able to solve its
structure well before the first structure of he-
moglobin was published in the early 1960s. 

The contributions of both Perutz and
Kendrew were acknowledged in 1962 by the
award of the Nobel Prize for Chemistry.

In total, the structure of hemoglobin had
taken some 30 years to solve. How is it that struc-
tures are now being determined at a rate of more
than 5000 per year? By and large, this phenom-
enal increase in speed can be attributed to four
major developments that have gradually come
into common use over the last 10 to 15 years:
recombinant DNA technology; cryo-crystallog-
raphy; multiwavelength anomalous scattering
methods; and the availability of high-brightness,
tuneable synchrotron X-ray sources. 

4.0Å4.0 Å 2.8Å2.8 Å 1.6Å1.6 Å

H2OH2O

Electron density maps

FIGURE 1.6 Electron density maps at increasingly high resolution.
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1.3 Nuclear magnetic resonance 7

Unfortunately, the use of radiation of this
intensity (up to 1014 X-ray photons/mm2 or
more) would destroy many protein crystals in
a few seconds due to effects of localized heat-
ing and the production of chemically reactive
free radicals. Fortunately, radiation damage can
be largely eliminated by preserving crystals at
liquid nitrogen temperatures (100 K or –173°C)
during exposure to the X-ray beam. 

In cases where the structure of a homolo-
gous protein is available, a structure solution
can be achieved using the technique of molec-
ular replacement. This method attempts to place
a known structure (the search model) into the
crystal of the unknown protein by comparison
of the Patterson functions calculated from the
search structure and the target diffraction data.
Here, the rotational orientation and the trans-
lation of the search model that best fit the ob-
served diffraction data are determined and
applied, providing an approximate starting struc-
ture for model building and crystallographic re-
finement. Obviously, in many cases, homologous
structures may not be available. However, a
combination of the use of recombinant DNA
technology, cryo-crystallography, and synchro-
tron radiation sources has enabled the phase
problem to be directly solved rather trivially us-
ing a technique known as multiwavelength
anomalous diffraction (MAD). This method de-
rives from the fact that, at characteristic wave-
lengths, chemical elements interact with X-rays
in such a way that the resultant scattered wave
gains a shift in its phase. 

Although laboratory X-ray sources are lim-
ited to X-rays of a single, fixed wavelength, syn-
chrotron radiation can be ‘tuned’ to supply
X-rays at different, but well-defined, wave-
lengths over a useful range of 0.5 to 2.5 Å. In
1990, Wayne Hendrickson and colleagues
showed that phases could be determined di-
rectly from a single crystal by exploiting the
anomalous scattering of selenium atoms intro-
duced by expressing a recombinant protein in
bacteria grown on broth containing selenome-
thionine as the sole source of methionine.
Anomalous scattering from sulfur atoms found
in the amino acid cysteine had been used pre-
viously to determine the structure of a small
protein crambin. Until recently, this was not
considered to be a generally applicable approach
because the anomalous scattering effect is rather
small for sulfur. Nevertheless, the experiment
was successful largely due to the high degree
of order for the crambin crystals that enabled ex-
tremely accurate data to be collected at very

high resolution. Selenium is a much more ef-
fective anomalous scatterer, and the ability to
produce derivatized protein straightforwardly
considerably facilitated the determination of
phases and thus structure determination. In
practice, the experiment involves the collection
of data sets at and around the wavelength that
corresponds to the peak of the anomalous dif-
ferences. Although the theoretical details of the
method are beyond the scope of this chapter, it
can be conceptualized as a kind of isomorphous
replacement experiment in which the neces-
sary intensity differences are produced by physics
(i.e., variable wavelength X-rays) rather than
chemistry (i.e., the addition of heavy atoms).
All data are collected from one crystal, and as
a result the problems of lack of isomorphism
that frustrated crystallographers for so long are
effectively removed to the point that in a favor-
able case, protein structures can now be deter-
mined in a matter of hours.

Nuclear magnetic
resonance

As mentioned earlier in this chapter, X-ray crys-
tallography is not the only means of determin-
ing the structures of proteins, and over the last
20 years or so enormous progress has been made
in the use of NMR to examine biomolecular
structures in solution, and at resolutions com-
parable to those derived for the more ‘tradi-

Key concepts
• NMR is a powerful method for investigating struc-

tures of proteins and their complexes in solution.
• NMR methodologies can provide detailed informa-

tion about macromolecular dynamics that are diffi-
cult or impossible to extract from X-ray
crystallographic data.

1.3

A modern synchrotron source

FIGURE 1.7 A modern synchrotron source. Courtesy of the
Diamond Light Source, UK.
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8 CHAPTER 1 Protein structure

tional’ X-ray diffraction techniques. 
The phenomenon of nuclear magnetic res-

onance was predicted by quantum mechanics
before its first experimental observation by Isidor
Isaac Rabir in the 1930s, and subsequently in
solution by Felix Bloch and Edward Mill Purcell
in the 1940s. The physics underlying the tech-
nique involves the realization that many atomic
nuclei (those with spin quantum number > 0)
possess a magnetic moment as a consequence
of possessing both spin and charge. When placed
in an external magnetic field, the magnetic mo-
ment adopts one of a fixed number of orienta-
tions, as its behavior is quantized. In biomolecular
studies, we are concerned almost exclusively
with nuclei (1H, 13C, 15N) that are spin-1/2, and
adopt two possible orientations that correspond
to low and high energy states. Irradiation with
electromagnetic radiation of appropriate wave-
length leads to transitions between these states,
giving an absorption spectrum. NMR transitions
lie in the radiofrequency region of the spectrum,
with wavelengths in the MHz range. The exper-
imental realization of nuclear magnetic reso-
nance was recognized by the award of Nobel
Prizes for Physics to Rabir (1944) and to Bloch
and Purcell (1952).

First viewed as a physicist’s tool for extract-
ing the magnitudes of the magnetic moments
for atomic nuclei, NMR soon became an indis-
pensable technique for chemists, following the
observation that the exact resonance frequency
of a nucleus was exquisitely sensitive to its lo-
cal chemical environment. For example, when
the NMR spectrum of ethanol (CH3CH2OH) is
recorded at sufficiently high resolution (FIGURE
1.8), separate signals can be seen for each of the
three chemically distinct types of proton (hydro-
gen nucleus) present. Each compound there-
fore gives a characteristic NMR “fingerprint,”
making NMR an invaluable analytical tool in
chemical investigations. In addition to the dif-
ferent resonance positions (“chemical shifts”),
NMR signals contain fine structure, arising from
through-bond communication between the
magnetic moments (“J-coupling”). Analysis of
these two effects allows the different signals to
be attributed, or assigned, to the hydrogen type
(i.e., the CH3, CH2, or OH moiety).

The utility of NMR spectroscopy in protein
structure investigations was not immediately
obvious. The low energies of the NMR transi-
tions render it an insensitive technique requir-
ing large quantities of sample, and the
complexity of the NMR spectrum of even a small
protein, with say 500 hydrogen types, was con-

sidered intractable. The 800 MHz NMR spec-
trum of the 14 kDa protein lysozyme (Figure
1.8) contains several hundred peaks. 

Several technical and methodological ad-
vances were central to the development of NMR
as a tool to investigate the structures of biomol-
ecules. Richard Ernst introduced Fourier trans-
form NMR, which increased the sensitivity of the
technique by orders of magnitude. Ernst also
addressed the issue of complexity in his intro-
duction of multidimensional NMR methods,
which spread the signals out into a second (or
higher) frequency dimension. An example of
such a two-dimensional spectrum can be seen
in FIGURE 1.9. The conventional one-dimensional
spectrum lies along the diagonal of the two-
dimensional spectrum. The off-diagonal peaks
represent correlations between different hydro-
gen types. In this instance the correlations are
a result of the nuclear Overhauser effect
(NOE), and they signify that the protons shar-
ing the correlation lie within ~5 Å of each other
in the tertiary structure. In addition, the sensi-
tivity and resolution problems have been less-
ened somewhat by the availability of
ever-increasing external magnetic field strengths,
from a few tenths of a Tesla produced by a per-
manent magnet in the early days of NMR up to

1D 1H NMR spectra of ethanol and lysozyme

ppm
�1�0123456789101112

ppm
0.51.01.52.02.53.03.54.04.55.05.5

Ethanol
C2H6O

CC1015 1015 NN305 305 OO296 296 HH1641 1641 SS1212

LysozymeLysozymeLysozyme

C1015 N305 O296 H1641 S12

FIGURE 1.8 One-dimensional 1H NMR spectra of ethanol
(top) and a small protein lysozyme (bottom).
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1.3 Nuclear magnetic resonance 9

the 20T and larger fields accessible using super-
conducting magnets today (FIGURE 1.10). Ernst’s
contributions to the development of NMR spec-
troscopy were recognized with the award of the
Nobel Prize for Chemistry in 1991.

The use of these methods in protein struc-
ture determination was pioneered by Kurt
Wuthrich and coworkers, who used a combina-
tion of the J-coupling (through-bond) infor-
mation with ‘through-space’ information from
the NOE to assign the NMR spectrum of pro-
teinase inhibitor IIa. They then went on to use
the NOE information to calculate its three-
dimensional structure. Initial skepticism was
allayed by a blind trial in which the structure of
the �-amylase inhibitor tendamistat was solved
independently using X-ray crystallography and
NMR spectroscopy. Wuthrich’s realization of
the potential of NMR to solve the three-dimen-
sional structures of proteins, together with his
development of methodologies toward this goal,
was also acknowledged with the award of the
Nobel Prize for Chemistry in 2002.

The use of 1H NMR spectroscopy for the as-
signment of a protein’s spectrum, and the elu-
cidation of its three-dimensional structure,
remained a daunting undertaking. This situa-
tion was transformed in the early 1990s by em-
ploying molecular biology techniques for

heterologous protein expression in bacterial
hosts. This enabled the production of isotopi-
cally labelled protein samples using expression
in Escherichia coli cultured on a minimal growth
medium supplemented with 13C-labeled glu-
cose and 15N ammonium chloride as the sole
carbon and nitrogen sources. (The common iso-
topes of these nuclei, 12C and 14N, are not
amenable to study by high-resolution NMR tech-
niques.) This facilitated the development of a
huge arsenal of “triple resonance” (1H/13C/15N)
NMR methods, notably by Ad Bax and cowork-
ers. These NMR methods permitted much more
efficient through-bond communication between
nuclei, as one-bond 1H-15N, 15N-13C, and 13C-
13C J-couplings could now be used instead of
three-bond 1H-1H J-coupling. In addition, they
allowed the extension of multidimensional NMR
to include 13C and/or 15N frequencies. Hitherto
the assignment procedure was predicated on the
observation of NOEs between sequential

A modern 800 MHz magnet

FIGURE 1.10 A modern 800 MHz magnet.

2D NOESY spectrum of lysozyme
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FIGURE 1.9 Two-dimensional NOESY spectrum of lysozyme
collected at highfield strength (800 MHz), with the one-
dimensional spectrum for each separate dimension shown
alongside and above the x and y axes.
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10 CHAPTER 1 Protein structure

residues—a painstaking process fraught with
ambiguity. The use of triple-resonance tech-
niques allows an unambiguous step-by-step
journey along the polypeptide backbone.

Armed with a complete or near-complete
assignment of the 1H, 13C, and 15N nuclei in the
protein, it is possible to extract a huge amount
of structural information from various NMR pa-
rameters. The two most fruitful sources tradi-
tionally have been NOEs (the observation of an
NOE between two 1H nuclei, and its magnitude,
are constraints on the maximum distance be-
tween the nuclei) and coupling constants—the
values of three-bond coupling constants, e.g.,
3J(HN-H�)—which are functions of the inter-
vening dihedral angle. These structural con-
straints, if sufficient in quantity, can be included
as additional energy terms, along with known
covalent bond lengths and angles, in restrained
molecular dynamics protocols with simulated
annealing schedules to calculate the structure.
The progress of such a calculation is depicted
in FIGURE 1.11. Owing to the nonexact and pos-
sibly incomplete nature of the experimental
constraints, the calculation is performed many
times. The results are superimposed to give a
family of structures (FIGURE 1.12), all of which

are compatible with the experimental data; this
gives some impression of the precision of the
structure determination.

Although the many examples of structures
determined by both NMR and crystallography
show that proteins in solution and in the hy-
drated crystalline state are, by and large, very
similar, NMR has a real and important advan-
tage over X-ray methods in its ability to access
the dynamics of biomolecules in the solution
state. It is possible to infer dynamics from crys-
tal structures, but the return to equilibrium of
NMR signals contains direct information about
atomic motions. The relaxation of 15N nuclei
has been most widely exploited in this regard.
The relaxation of the 15N nucleus is dominated
by its attached amide hydrogen nucleus, and
the efficiency of this interaction is governed by
the rate of reorientation of the 1H-15N bond
vector with respect to the external magnetic
field. The resulting analysis gives exquisite,
residue-specific information on protein dynam-
ics over a wide range of time scales, from pi-
coseconds (fast internal motion of a residue
with respect to the protein overall) to nanosec-
onds (overall tumbling) to micro/milliseconds
(conformation exchange processes).

Computational “folding” of a protein

FIGURE 1.11 Computational ‘folding’ of a protein into a structure consistent with restraints derived from a variety of
NMR experiments.
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1.3 Nuclear magnetic resonance 11

A powerful use of NMR spectroscopy is the
rapid analysis of protein–protein or protein–lig-
and interactions. These experiments are most
commonly performed using HSQC (heteronu-
clear single quantum coherence) spectra ac-
quired from 15N-labeled protein. Peaks in the
HSQC spectrum are derived from protons at-
tached to nitrogen atoms. Thus there is at least
one peak for almost every residue in a protein
(from the amide hydrogen of the peptide bond,
except proline) and additional peaks for any
side-chain NHs. The 15N-HSQC spectrum of a
10 kDa protein is shown in FIGURE 1.13. Addition
of an unlabeled binding partner contributes no
new peaks, but will affect the peaks correspon-
ding to protein residues at the binding site. These
peaks will either shift gradually as the binding
partner is added, or gradually disappear and
reappear elsewhere in the spectrum, according
to the kinetics of the complex in question.
Mapping of the perturbed residue positions on
the overall structure can then provide an excel-
lent picture of the interaction surface, without
the need to laboriously determine the structure
of the complex. Quantitative analysis of the pat-
tern of shifts may allow determination of disso-
ciation constants. This approach is also used

extensively to screen for binding in a drug dis-
covery context. Analogously, conducting a pH
titration of the protein sample allows residue-spe-
cific pKa values to be determined—information
difficult to obtain by other methods.

When compared with X-ray crystallography,
NMR spectroscopy of proteins remains an im-
mature discipline, in which significant method-
ological and technical advances are still common.
Recent years have seen the introduction of new
types of structural constraints (residual dipolar
couplings) to augment those conventionally em-
ployed. Transverse relaxation optimized spec-
troscopy (TROSY) has permitted the extension
of conventional methods to the study of proteins
and their complexes up to molecular weights of
~100 kDa, and the introduction of cryogenic de-
tector electronics has yielded a gain in sensitiv-
ity of approximately threefold. Structural
genomics initiatives have prompted new, faster
data acquisition schemes and ever-increasing au-
tomation of the data analysis and structure cal-
culation procedures. Most recently, advances in
NMR methodology (CRINEPT, CRIPT) have pro-
vided some insight into structural aspects of sys-
tems as large as the GroEL/GroES system with a
molecular weight of ~1 MDa.

Ensemble of structures consistent with NMR data

FIGURE 1.12 An ensemble of structures, all of which are consistent with the experimental NMR data. Image generated
from Protein Data Bank file IG2K.
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12 CHAPTER 1 Protein structure

Electron microscopy of
biomolecules and their
complexes

Electron micrographs are a familiar sight in most
biology textbooks, and electron microscopy has
been used for over 50 years to image biological
samples at a resolution that far exceeds any-
thing possible with light microscopy. Beyond
its obvious use in imaging cell ultrastructure,
EM has come to the fore as an increasingly pow-
erful method for investigating macromolecular
structure. For a long time, EM studies of pro-
teins and complexes were limited to resolutions
of the order of 20 to 30 Å, but more recent de-
velopments in hardware and in experimental ap-
proach are providing information at much
higher resolution, in some special circumstances
approaching that of X-ray crystal structures.

Remarkably, modern transmission EMs

Key concepts
• Cryo-electron microscopy is capable of imaging

macromolecular complexes that may be too large
or flexible for X-ray diffraction or NMR approaches.

• In favorable cases, EM methods can produce struc-
tural information at or near atomic resolution.

1.4
are still built following the original concepts laid
out in the first electron microscope designed in
the 1930s by Ernst Ruska. The electron source
is generally a tungsten or lanthanum hexaboride
filament from which electrons ‘boil’ off at very
high temperatures in a process called thermionic
emission. Higher-resolution studies employ a
field-emission gun (FEG) that provides a bright
beam of approximately coherent (i.e., parallel
and in-phase) electrons that have a very nar-
row distribution of energies. The high energies,
and therefore short wavelengths, of these elec-
tron beams explain why EM is capable of much
higher resolution than optical microscopy.

For imaging, EMs employ a system of high-
field magnets that act as lenses to focus the elec-
trons, in the same way that glass lenses are used
in light microscopy. The obvious advantage here
is that unlike in the X-ray diffraction experi-
ment, the phases of the electron waves are main-
tained throughout the process, allowing direct
imaging of the sample on a suitable detector,
most commonly photographic film or charge-
coupled devices (CCDs). Lastly, beam charac-
teristics such as size and coherence are controlled
by a series of apertures situated above and be-
low the sample stage. Electrons are scattered
by air, and therefore the entire electron path,

1
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Chemical shift mapping experiment
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FIGURE 1.13 Chemical shift mapping experiment. The HSQC spectrum of the unliganded protein is shown on the right.
The changes in position and intensity of assigned chemical shifts that occur as a ligand is added can be ‘mapped’ onto
the molecular surface to reveal the potential binding site.
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1.4 Electron microscopy of biomolecules and their complexes 13

including the sample stage, is maintained at a
high vacuum. This necessitates fixation of bio-
logical samples in order to maintain, as closely
as possible, their native structure. 

In general, protein structure analysis by EM
is carried out with samples prepared in one of
two ways. Negative staining involves the dep-
osition of heavy metal salts, usually uranyl ac-
etate or phosphotungstic acid, on and around
the molecules of interest spread onto a carbon
support. These heavy elements interact with
the electron beam very strongly, and as a result
this method provides extremely high-contrast
images. In addition, the presence of the metal
largely protects the protein complex from the
damaging effects of electron bombardment and
allows high electron doses to be employed. The
sample is essentially coated in heavy salts,
though, and because of this details of internal
structure are lost (FIGURE 1.14). This leaves an
image of the outline of the biomolecule and
limits the attainable resolution to around 10 to
30 Å. In addition, the effects of heavy metal
binding and dehydration may result in some
distortion of the native structure. 

Clearly, it is desirable to maintain the sam-
ple in as close to physiological conditions as pos-
sible, and to be able to investigate its overall
architecture, both external and internal. This
has been made possible by the development of
cryo-EM methods. Here, the sample molecules
are spread, under largely native solution con-
ditions, onto a carbon grid and flash frozen by
being plunged into a reservoir of liquid ethane.
The rapidity of the freezing process prevents
formation of ice and instead results in vitrifica-
tion, where the water molecules adopt an amor-
phous or ‘glasslike’ noncrystalline state (Figure
1.14). In order to maintain this frozen state, the
sample stage in a cryo-EM is maintained at low
temperatures with liquid nitrogen (~80 K) or he-

lium (~5 K). This limits the damaging effects of
the electron beam, but the effects are not elim-
inated and cryo-EM studies must be carried out
using electron doses that are much lower than
are possible in negative stain experiments. This
limitation is exacerbated by the fact that images
of unstained samples have a much lower con-
trast due to the poor interaction of electrons in
the carbon, nitrogen, and oxygen from which
organic molecules are made. The resulting low
signal–noise ratio complicates interpretation
and makes assignment of orientation difficult,
placing a lower limit on the molecular weight
of around 200 to 300 kDa in the single-particle
approaches described below. 

The highest-resolution structures deter-
mined thus far have been derived from two-
dimensional arrays (or crystals) of identically
oriented protein complexes. This, then, allows
both electron diffraction and imaging experi-
ments to be carried out. Here, the advantage
over X-ray diffraction is that the phases of the
measured amplitudes can still be directly deter-
mined and the image reconstructed by Fourier
transform. Electron crystallography is not,
however, without disadvantages and problems
of crystal quality, sample preparation, and other
technical issues make electron crystallography
a rather challenging endeavor. Most notably, a
single diffraction image collected at a single ori-
entation of the two-dimensional crystal will
only allow a two-dimensional image, or pro-
jection, of the sample to be generated. In order
to extend the information to three dimensions,
a number of images must be collected where
the sample is tilted with respect to the electron
source. In practice, physical limitations prevent
tilt angles of more than about 60°, which re-
sults in a cone of missing data. Inevitably, the
resulting three-dimensional structure will be
less well defined (i.e., at a lower resolution)

Stain

Vitreous
ice

Carbon support

Negative stain Cryo

Negative stain versus cryo-EM

FIGURE 1.14 Negative stain versus cryo-EM.
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14 CHAPTER 1 Protein structure

along the direction of the electron beam than
in the plane of the sample stage. In spite of the
experimental difficulties, this method has been
used with considerable success to obtain the
structures of several membrane proteins, most
notably bacteriorhodopsin and other helical as-
semblies at effective resolutions of 3 to 4 Å
(FIGURE 1.15).

It has been suggested that the preparation
of highly ordered two-dimensional protein crys-
tals of high-molecular-weight protein complexes
presents as many technical challenges as grow-
ing three-dimensional crystals for X-ray analy-
sis. The requirement for ordered arrays,
however, can be circumvented by using single-
particle methods that were originally developed
for negative stain imaging, but which are now
being applied to great effect in cryo-EM. In this
approach, individual proteins are scattered onto
a carbon surface, where they sit in a range of ori-
entations. Thus different ‘faces’ of the molecule
complex are imaged as a series of two-dimen-
sional projections, and from knowledge of the
relative orientations of each of these a three-
dimensional view of the molecule can be built
(FIGURE 1.16). Although conceptually simple, in
practice this method is technically challenging
and somewhat laborious. In addition to and, in
part as a result of, the low contrast, deriving the
relative orientation of each particle is demand-
ing. The simplest assumption is that all mole-
cules have identical structure and are related
by a set of simple rotations. In practice, this may
not be the case, and conformational hetero-
geneity arising from intrinsic disorder/flexibil-
ity or from the existence of different liganded
states of molecules within the sample may be

difficult to account for, and the problem be-
comes increasingly acute as higher resolutions
are sought. Also, a complete high-resolution
image requires a complete sampling of possible
orientations, a situation that is rarely achieved
because any asymmetric objects randomly scat-
tered onto a surface will inevitably settle most
often in the most stable orientations. This prob-
lem can be partially circumvented by use of
‘holey’ carbon grids, which have pores that con-
tain particles in suspension such that they can
adopt essentially random orientations (Figure
1.16). Nonetheless, the technical difficulties
mean that the most complete and highest-res-
olution cryo-EM reconstructions may require
analysis of tens or hundreds of thousands of in-
dividual particles. An example of a field of sin-
gle particles in a cryo-EM image is shown in
FIGURE 1.17.

Probably the most common use of single-
particle cryo-EM is in the investigation of the
structures of large, multiprotein complexes that
may be difficult or impossible to crystallize for
X-ray crystallographic analysis, or that are too
large for NMR studies. In many cases, individ-
ual proteins within such complexes may be
amenable to X-ray or NMR methods, and high-
resolution structures may be available. In such
cases, it may be possible to orient or ‘dock’ the
structure of the isolated subunit into the lower-
resolution EM envelope, potentially providing
valuable information about the structural and
functional roles of individual components in
the context of the biologically relevant com-
plex. Although these docking procedures may
be carried out manually, a variety of computa-
tional fitting procedures have now been devel-
oped to guide and accelerate the process. This
combined approach has had a number of notable
successes, none more impressive than the recon-
struction of an atomic model for the colivirus
T4 by Rossmann and coworkers.

Finally, a recently developed and exciting
use of cryo-EM called cryo-electron tomogra-
phy is beginning to reveal the structures and
distribution of large protein complexes in cells.
In this method, individual cells are frozen on a
support, as for single-particle studies, and a set
of EM snapshots is then collected as the frozen
specimen is rotated by small angular increments.
Each image therefore represents a two-dimen-
sional projection of the sample ‘viewed’ from dif-
ferent directions, and from this series the original
image can be reconstructed in three dimensions
by back-projection. The basic principle is shown
schematically in FIGURE 1.18 for an isolated pro-

Bacteriorhodopsin structure

FIGURE 1.15 Bacteriorhodopsin structure determined by
electron crystallography. Image generated from Protein
Data Bank file IFBB.
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1.5 Protein structure representations—A primer 15

tein complex as a simple example. Clearly, the
amount of information potentially contained
in the reconstructed image is truly immense,
representing the three-dimensional arrange-
ment of every molecule in the cell! Extracting
information about specific complexes, however,
represents a formidable challenge. In theory,
specific labeling of particular complexes would
be helpful, but is extremely difficult to achieve
for complexes within a cell. An alternative ap-
proach is to use structural ‘templates’ derived
from complexes of known structure to search
the cytoplasmic milieu. This method has already
been used to locate large symmetric complexes
such as the 26S proteasome in cryo-preserved
cells.

Protein structure
representations—A
primer

Arguably, the most obvious way in which to
represent a molecular structure is to draw each
atom along with the chemical bonds between
atoms. This kind of representation is known as
a ‘ball-and-stick’ type, a name that admirably
describes it. Here, each atom is shown as a
sphere, generally of arbitrary radius, and each
bond as a cylinder (or sometimes a cone), as
shown in FIGURE 1.19. These kinds of represen-
tation are most used to convey stereochemical
details of, for example, active-site regions of en-
zymes for which details of relative atomic po-
sitions are of most interest. A related method is
the ‘space-filling’ or CPK (for Corey, Pauling,
and Koltun) representation (FIGURE 1.20). In this
case, atoms are shown as larger spheres scaled
according to their atomic radii. For large mol-

Key concepts
• Proteins are three-dimensional objects, and even a

relatively small example of ~10 kDa molecular
weight will contain upward of 1000 atoms. This
causes considerable difficulties in presenting
structural data in a clear and understandable way. 

• Displaying each atom and chemical bond certainly
conveys the degree of complexity in proteins, but
little other useful information is discernable. For
this reason, a number of different schematic repre-
sentations have been devised in order to illustrate
different features of protein structure.

1.5

Transmission cryo-EM

Electro beam

‘Holey’ carbon grid

FIGURE 1.16 Transmission cryo-EM.

Cryo-EM data

FIGURE 1.17 Cryo-EM data. Three similarly oriented par-
ticles are highlighted. Courtesy of Dr. Peter Rosenthal.
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16 CHAPTER 1 Protein structure

ecules with thousands of atoms and bonds, the
ball-and-stick representation contains far too
much information and the overall architecture
of a protein is largely obscured. Similarly, the
space-filling representation suffers from the in-
evitable property that atoms ‘inside’ the pro-
tein are not visible at all, and only surface atoms
are discernable.

By far the most popular and effective means

of conveying the overall structure of a protein is
the ‘ribbons’ representation (FIGURE 1.21), in
which 	-strands are shown as arrows to indicate
directionality (N-terminal to C-terminal) and �-
helices are represented as ribbonlike coils or as
tubes. As will be seen later in this chapter, the
overall path in three dimensions of a protein
chain is quite accurately described by linking the
C� atoms of each consecutive amino acid—

Tilt series around a single axis

Reconstruction of 3D volume by projections

The principle of cryo-electron tomography

FIGURE 1.18 The principle of cryo-electron tomography.

Ball-and-stick representation
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FIGURE 1.19 Ball-and-stick representation with coloring
according to atom type.

Space-filling or CPK representation
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FIGURE 1.20 Space-filling or CPK representation.
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1.5 Protein structure representations—A primer 17

thereby creating a C� plot (FIGURE 1.22). This
gives a much less cluttered view of the shape and
architecture, but to the inexperienced eye it con-
tains limited information about secondary struc-
tural content. In the ‘ribbons’ diagram, each
secondary structural element is distinguished by
a different shape or motif. Thus 	 strands are
shown as arrows and �-helices as tubes or heli-
cal ribbons. Segments of random-coil structures
that link strands and helices together are repre-
sented as a ‘worm’ that may either rigorously
follow the positions of the C� atoms or, more
commonly, trace an approximate and much
smoother path determined by mathematical in-
terpolation procedures.

Armed with an overall picture of the struc-
ture of a protein, together with the possibility
of being able to illustrate more detailed aspects
at the level of individual atomic arrangements,
we may still wish to examine topographical and
physico-chemical properties of the protein sur-
face, i.e., the regions of the molecule that are di-
rectly in contact with bulk solvent (water, ions,
and so forth), small-molecule ligands (cofac-
tors, substrates, and so forth), and other pro-
teins with which biologically interesting
interactions are made. Surfaces are generated
by computationally ‘rolling’ a sphere or probe
with a given radius (usually 1.4 Å, which ap-
proximates that of a water molecule) over a
hard-sphere model of the entire protein struc-
ture. If the path is taken as that defined by the
center of the probe, the result is a ‘solvent ac-
cessible’ surface. A commonly used variation
of this method generates surface points from
the volume boundary of the probe, which tends

to smooth out sharp grooves and crevices. This
kind of representation is often called a ‘molec-
ular’ or ‘Connolly’ surface (FIGURE 1.23). 

Having generated the surface diagram, it is
possible to ‘map’ various features of the mole-
cule onto it. One of the most popular such uses
is to display the electrostatic properties of the
protein surface—that is, the regions of positive
and negative charge that are most often asso-
ciated with clusters of basic (Arg, Lys) or acidic
(Asp, Glu) amino acids. This information can
reveal likely binding sites for ligands, such as
DNA (FIGURE 1.24). Similarly, algorithms have
been developed to calculate the relative hydro-
phobicity of different parts of the molecular sur-
face. Nonpolar interactions generally contribute
greatly to the formation of stable protein–

Ribbons representation

	 strands

�-helices

FIGURE 1.21 Ribbons representation with 	 strands shown as arrows (running from N-terminus to C-terminus) and �-
helices shown as spirals (left) or simple tubes (right).

C� plot 

FIGURE 1.22 C�-plot. For simplicity, it may be conven-
ient to show a structure as a C� plot where each �-car-
bon (one per residue) is joined to the next.
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18 CHAPTER 1 Protein structure

protein interactions; as a result, this approach
can also reveal potential binding sites and may
even be used to estimate binding affinities.
Additional indicators of functionally important
regions can often be derived from mapping pri-
mary sequence homology within a family of re-
lated proteins onto the molecular surface of one
of its members, given that the most highly con-
served amino acids that are accessible to sol-
vent are likely to be involved in an evolutionarily
conserved function.

Finally, it is often convenient to be able to
schematically represent the secondary struc-
tural elements of proteins in terms of their rel-
ative position and the order in which they occur
in the polypeptide chain. This is often called a
topology diagram, and such diagrams are used
extensively in the classification and compari-
son of different families of protein folds (Section
1.8, Tertiary structure and the universe of protein
folds). Unfortunately, there are almost as many
variations on this theme as protein structures
themselves; an example of one that will be used
in this chapter is shown in FIGURE 1.25.

Proteins are linear chains
of amino acids—primary
structure

Proteins are linear and unbranched polymers
of amino acid building blocks. (There are a small
number of exceptions, such as cyclic peptides,
which are formed posttranslationally.) This ba-
sic structural property is a consequence of the
fact that the sequence of amino acids in pro-
teins is encoded by triplets of bases in DNA—
itself a linear, unbranched polymer chain of
nucleotides. Unlike in common organic poly-
mers such as polythene (polyethylene), the ba-
sic monomer units of proteins comprise not a
single species, but 20 chemically distinct amino
acids.

Remarkably, the same set of 20 amino acids
is found in proteins from all living organisms.
Nineteen share a basic structure, NH2-(CH-R)-

Key concepts
• Proteins are composed of linear chains formed by

condensation reactions between amino and car-
boxyl groups of amino acids

• Only 20 amino acids are commonly found in pro-
teins; all are L-enantiomers with a configuration.

• Differences in physico-chemical properties of
amino acids are fundamental to the diversity that
we observe in protein structure and function. 

1.6

Surface representation

FIGURE 1.23 Surface representation. External, solvent-
accessible features such as ligand-binding grooves and
clefts may be revealed, and various properties (secondary
structure in this case) of the underlying atoms can be
mapped onto the surface.

Positive (basic)
Neutral

Negative (acidic)

DNADNADNA

Electrostatic potential of a DNA-binding protein

FIGURE 1.24 Electrostatic potential of a DNA-binding
protein mapped onto the molecular surface. The highly neg-
atively charged DNA molecule interacts predominantly
with regions of positive charge (blue) on the protein.

N C

Topology diagram of a 3D structure

C

N

‘Topology’ ‘Ribbons’

FIGURE 1.25 A topology diagram (left) can be used to
simplify a three-dimensional structure (right) for compar-
ison or other purposes.
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1.6 Proteins are linear chains of amino acids—primary structure 19

COOH, and each is distinguished by the com-
position of the R-group (FIGURE 1.26). The ex-
ception is the imino-acid proline, in which the
nitrogen atom of the backbone is locked into a
five-membered pyrrolidine ring. The confor-
mational rigidity imposed by this arrangement
plays a number of important roles in protein
folding. Amino acids are generally referred to
by their three-letter or single-letter abbrevia-
tion (Figure 1.26). For the most part, the three-
letter form will be used here. 

A wide variety of ‘nonstandard’ amino acids,
such as selenocysteine, hydroxyproline, hydroxy-
lysine, ornithine, and �-carboxy-glu, occur as
by-products of metabolic reactions, through post-
translational modification or by the activity of
specific biosynthetic pathways. These amino acids
play highly specialized roles, some of which will
be mentioned in forthcoming sections.

Amino acids generally found in proteins all

have the � configuration (FIGURE 1.27), mean-
ing that the amino group is attached to the � car-
bon. Thus � amino acids contain only a single
carbon atom (excluding the carbonyl carbon) in
the backbone. Alternative forms, such as �
amino acids that have two backbone carbon
atoms, are not found in proteins, but � alanine
is found in some naturally occurring peptides
such as carnosine. Presumably, � amino acids
were selected against early in evolution due to
the increased degree of rotational freedom
around the C-C bond that would prevent higher-
order folding, although some oligopeptides made
from � amino acids are known to adopt novel
‘secondary structures’ in solution. 

With the exception of glycine, which has a
single hydrogen atom as its ‘side-chain’ and is
thus symmetric, amino acids all possess a chi-
ral center at the C� atom; that is, they can adopt
a right- (D) or left-handed (L) form, so named

Glycine (Gly - G)Glycine (Gly - G) Alanine (Ala - A)Alanine (Ala - A) Valine (Val - V)Valine (Val - V) Leucine (Leu - L)Leucine (Leu - L) Isoleucine (Ile - I)Isoleucine (Ile - I)

Phenylalanine (Phe - F)Phenylalanine (Phe - F) Tyrosine (Tyr - Y)Tyrosine (Tyr - Y) Tryptophan (Trp - W)Tryptophan (Trp - W) Proline (Pro - P)Proline (Pro - P)

Serine (Ser - S)Serine (Ser - S) Threonine (Thr - T)Threonine (Thr - T) Asparagine (Asn - N)Asparagine (Asn - N) Glutamine (Gln - Q)Glutamine (Gln - Q)

Aspartate (Asp - D)Aspartate (Asp - D) Glutamate (Glu - E)Glutamate (Glu - E) Histidine (His - H)Histidine (His - H) Lysine (Lys - K)Lysine (Lys - K) Arginine (Arg - R)Arginine (Arg - R)

Cysteine (Cys - C)Cysteine (Cys - C) Methionine (Met - M)Methionine (Met - M)

Glycine (Gly - G) Alanine (Ala - A) Valine (Val - V) Leucine (Leu - L) Isoleucine (Ile - I)

Phenylalanine (Phe - F) Tyrosine (Tyr - Y) Tryptophan (Trp - W) Proline (Pro - P)

Serine (Ser - S) Threonine (Thr - T) Asparagine (Asn - N) Glutamine (Gln - Q)

Aspartate (Asp - D) Glutamate (Glu - E) Histidine (His - H) Lysine (Lys - K) Arginine (Arg - R)

Cysteine (Cys - C) Methionine (Met - M)

The naturally occurring amino acids

FIGURE 1.26 The 20 naturally occurring amino acids grouped roughly according to chemical properties, with three-let-
ter and single-letter codes indicated. Carbon = green, oxygen = red, nitrogen = blue, and sulfur = yellow.
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20 CHAPTER 1 Protein structure

because of the way in which these forms rotate
polarized light (FIGURE 1.28). While D-amino
acids do occur in some specialized circumstances,
all proteins are built from L-amino acids, al-
though there appears to be no fundamental rea-
son why evolution could not have selected the
D-form. 

In general, amino acid residues in proteins
adopt the trans configuration (FIGURE 1.29). In
a cis configuration, the C� atoms (and thus the
side-chains) of adjacent residues are brought
into close proximity; this configuration is, there-
fore, sterically disfavored. The major exception
is the amino acid proaline, for which the en-
ergy barrier between the cis and trans forms is
much lower, and which has been observed in
the cis configuration more often than any other
amino acid. Indeed, the utility of cis-trans pro-
line isomerization is exploited in a number of
signaling systems, and can be ‘catalyzed’ by a
family of proteins called cis-trans prolyl iso-
merases that have evolved specifically for this
purpose.

An extremely important chemical feature
of amino acids is that they are amphoteric. At
physiological pH the � amino and � carboxylic
acid groups are essentially completely ionized,
and amino acids (at least those with nonioniz-

Amino acids shown in their zwitterionic form
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FIGURE 1.27 � (left) and 	 (right) amino acids shown in their zwitterionic form.
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FIGURE 1.28 D- and L-tyrosine.
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FIGURE 1.29 cis and trans peptide bonds. Most amino acids adopt the trans configuration.
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1.6 Proteins are linear chains of amino acids—primary structure 21

able R-groups) are therefore also zwitterions
with no net charge. As we will see, some amino
acids have side-chains that contain additional
ionizable groups. Together, these properties are
important for the solubility of amino acids, the
ability to form polypeptide chains, and the over-
all charge characteristics of the folded protein
molecule that, as we will see, may be impor-
tant for biological function in many contexts.

The amino acid sequence encoded in a DNA
sequence is translated into a protein polymer
by the ‘decoding’ of the mRNA template nu-
cleotide sequence by the ribosome. These large,
protein–RNA complexes catalyze the formation
of ‘peptide’ or amide bonds between the amino
(NH2) and carboxyl (COOH) terminal groups
in a condensation reaction, proceeding in the
N- to C-terminal direction. The chemist Linus
Pauling used available crystal structures of small
molecules to show that the peptide bond is, in
fact, a resonance hybrid of two forms. This re-
sults in a partially double-bonded character and
confers rigidity (FIGURE 1.30). If this were not
the case, the additional degree of rotational free-
dom would prevent amino acid chains from
folding into the stable protein structures we see

in biological systems.
The atoms of the peptide bond are essentially

planar, and only a small degree of rotation about
the � dihedral angle is possible (Figure 1.30).
Thus the backbone of a polypeptide chain has
two degrees of rotational freedom: one around
the N-C� bond (�), and the other around the
C�-C=O bond (). Steric effects result in a rather
limited range of �- dihedral angles that are
energetically favorable in a polypeptide, and
this accessible conformational space is classi-
cally represented in graphical form as the fa-
miliar �- or Ramachandran plot (FIGURE 1.31).
Glycine is an exception, however, and the ab-
sence of a side-chain results in a much more
extensive range of accessible �- combinations.
The Ramachandran plot was originally derived
from empirical considerations based on van der
Waals contact distances (see below), observed
in the limited database of small-molecule struc-
tures available at the time. Nevertheless, it has
been largely confirmed by the protein struc-
tures determined since its introduction, and is
one of the commonly used means of assessing
the reliability of newly determined structures.

Based on the type of R-group or side-chain,
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FIGURE 1.30 Planarity of the peptide bond. In addition, the five dihedral angles for lysine about which essentially free
rotation can occur are shown.
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22 CHAPTER 1 Protein structure

and with a few exceptions, the amino acids can
be broadly classified based on their physico-chem-
ical properties: nonpolar, positively charged-po-
lar, negatively charged-polar, and neutral-polar,
although many other classifications are possible
(Figure 1.26). 

The nonpolar amino acids can be subdi-
vided into those with aliphatic side-chains (Ala,
Val, Leu, and Ile) and those with aromatic side-
chains (Phe, Tyr, and Trp). It is the presence of
the aromatic residues that confers the charac-
teristic absorption spectra of polypeptides in the
UV-visible range of wavelengths. In general,
they are rather hydrophobic, and do not fa-
vor interactions with polar solvents such as wa-
ter. Thus they are most often, but not exclusively,
located in the core of globular protein mole-
cules. The hydroxyl group of Tyr, however, and
the pyrrole nitrogen atom within the large in-
dole side-chain of Trp have significant polar
character. In addition, the pyrrolidone side-
chain of proline contains three carbon atoms
in a ring, and therefore has a significant hy-
drophobic nature. 

Of the more hydrophilic amino acids, the
four neutral-polar residues are distinguishable
by the presence of either hydoxyl (Ser, Thr) or
amide (Asn, Gln) groups within their side-
chains, and these are uncharged at physiolog-
ical pH. Carboxylic acid groups distinguish the
two negatively charged (acidic)-polar amino
acids, aspartate and glutamate. Lys, Arg, and

His are the basic or positively charged amino
acids, and are characterized by primary amine,
guanidine, and imidazole groups, respectively.
The imidazole group of His is highly versatile
and is often employed in enzyme active sites
due to its basicity at physiological pH and its
nucleophilicity. These important properties will
be revisited later.

Two amino acids contain sulfur in their side-
chains: The sulfydryl of Cys is extremely reac-
tive and is able to form disulfide bridges within
or, less often, between polypeptide chains. This
property is important for the stability and fold-
ing of some proteins, particularly secreted pro-
teins or those that are otherwise exposed to the
harsh conditions of the extracellular milieu.
Methionine is rather nonpolar, and also con-
tains a sulfur atom in its side-chain. As we have
seen from the use of its selenium-substituted
cousin in modern methods of crystallographic
phase determination, it occupies a rather spe-
cial place in the hearts of X-ray crystallogra-
phers!

As should be clear from the structures of
the amino acids, many of their side-chains have
rotational freedom around single bonds (Figure
1.30). These dihedral angles are referred to by
the Greek letter � such that �1 describes rota-
tion around the C�-C	 bond, �2 around C	-
C�, and so forth. Clearly, not all � rotations are
possible. For example, the � rotations of Pro are
restricted to very small angular increments as-
sociated with different puckers of the pyrroli-
dine ring. In addition, �5 rotations around the
Arg N�-C� bond are highly restricted at physi-
ological pH because, when protonated, the 
N-C bond of the guanidinium has significant
double-bonded character due to resonance.
Examination of the structural database has re-
vealed that additional restrictions imposed by
steric and other effects result in favored con-
formations or ‘rotamers’ for many side-chains.
This information has been usefully incorporated
into a number of commonly used computer
graphics programs to aid in the interpretation
of electron density maps during the structure de-
termination process.

The characteristics of the amino acids and
the aqueous environment in which proteins
exist determine the type of interactions that are
observed within and between proteins and their
ligands. Most of these are relatively weak and,
with the exception of the disulfide linkage, do
not involve the formation of chemical bonds.

By far the strongest and the major driving
force in protein folding and the interactions be-

�180�
�180�

180�

180�

�



Possible error

	

�

Most favored

Allowed

Disallowed

�� values for amino acids
in a small protein structure

Left-handed �

Ramachandran plot for a small protein

FIGURE 1.31 The Ramachandran plot for a small protein
structure.
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1.7 Secondary structure—the fundamental unit of protein architecture 23

tween proteins is the hydrophobic effect. As
mentioned earlier, ‘hydrophobic’ literally means
‘water hating’ and describes the property of cer-
tain atoms, such as carbon, that prevents them
from interacting with water in a thermodynam-
ically favorable way. Protein folding itself can be
thought of as arising from the requirement that
nonpolar atoms are buried in the interior or
‘hydrophobic core’ or a protein in its folded
state. In a similar way, the hydrophobic effect
contributes greatly to the inter molecular in-
teractions between proteins and other proteins
or ligands (see Section 1.13, Protein–protein and
protein–nucleic acid interactions).

The hydrogen bond occurs most commonly
between a hydrogen atom covalently bonded to
an electronegative atom and possessing a par-
tial positive charge, and a second electronega-
tive acceptor atom. In proteins, the most
common hydrogen bond (or H-bond) donors
are NH groups (main-chain peptide NH), NH2
groups (amino termini; asparagine/glutamine
side-chains), and OH groups (serine and thre-
onine side-chains). Many potential H-bond ac-
ceptors exist in proteins, including C�O
(main-chain carbonyl oxygen; asparagine/glu-
tamine side-chains), -N� (histidine side-chain),
-O- (serine/threonine side-chains), and occa-
sionally, the SH groups (cysteine side-chains).
The strength of hydrogen bonds varies greatly
depending on the identity of the donor/accep-
tor groups and geometry, but is generally in the
range of 2 to 3 kcal/mol. A number of observa-
tions from high-resolution crystal structures
also suggest that CH groups can act as H-bond
donors, although such interactions are esti-
mated to be much weaker. Some examples of
H-bond interactions are shown in FIGURE 1.32.

Interactions between positively and nega-
tively charged atoms in proteins most often oc-
cur between the side-chains of the basic amino
acids lysine and arginine (and in some circum-
stances histidine) and those of glutamic/aspar-
tic acids. These interactions are often classified
as salt bridges and are most usefully thought of
as H-bonds that also involve a significant con-
tribution from electrostatic effects. Electrostatic
interactions are complex and depend on a va-
riety of factors, such as local dielectric con-
stant and the ionization state of the atoms
involved. The latter is described by the pKa value
and is dependent on environmental and chem-
ical factors such as the pH, solvent polarity, and
local electrostatic effects. Clustering of similarly
charged groups on the surface of a protein can
create regions or patches of positive or nega-
tive electrostatic potential that often define in-

teracting surfaces for cationic or anionic ligands.
This is best exemplified by the interactions be-
tween positively charged surfaces on nucleic
acid-binding proteins with the highly negatively
charged polyanions, RNA and DNA.

Disulfide bonds or linkages are, except for
some unusual examples described later (such as
GFP), the only covalent interaction that takes
place between protein side-chains. They are
formed by oxidation of the sulfydryl side-chains
of cysteine residues to form a sulfur–sulfur (dis-
ufide) bond. Although uncommon in cellular
proteins due to the highly reducing conditions
of the cytoplasm, they are often found in se-
creted proteins (such as hormones) or proteins
anchored to the plasma membrane but exposed
to the extracellular milieu, where the additional
structural stabilization provides rigidity and re-
sistance to proteolytic degradation (FIGURE 1.33).

Secondary structure—the
fundamental unit of
protein architecture

Protein structures are not usually composed of
extended chains of amino acids, but rather are
formed from the association of one or more seg-
ments of a rather limited number of regular

Key concepts
• The amino acid sequence (primary structure) can

form essentially two secondary structures: �-
helices and 	 strands.

• Secondary structural elements are often arranged
into a few commonly occurring supersecondary
structural units.

• Secondary structures are often connected through
flexible regions or ‘linkers’ that may play 
important functional roles.

1.7
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FIGURE 1.32 Hydrogen-bonding interactions.
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24 CHAPTER 1 Protein structure

structural elements. These elements adopt char-
acteristic backbone �- angles (Section 1.6, Proteins
are linear chains of amino acids—primary structure),
and the majority of proteins utilize two major
secondary structures, the �-helix and the 	
strand. This is exemplified by the fact that � and
	 main-chain configurations are the most highly
populated regions of the Ramachandran plot.
In the absence of crystal or NMR structures, the
secondary structural content of a protein mol-

ecule can be estimated using spectroscopic meth-
ods such as circular dichroism.

The structure of the �-helix was first pro-
posed by Pauling based largely on model build-
ing and profound chemical intuition. In fact,
�-helices were the first secondary structural el-
ement revealed by crystallography. Initial 5 Å
electron density maps of sperm whale myoglo-
bin showed eight rodlike structures, and subse-
quent higher-resolution studies essentially
confirmed the most important aspects of the
Pauling model. The �-helix is formed and sta-
bilized by a characteristic hydrogen-bonding
pattern formed between the main-chain NH
group of residue i with the main-chain carbonyl
oxygen of residue i+4 (FIGURE 1.34). The peptide
bonds have a small dipole. As a result, and be-
cause they all point in the same direction in an
�-helix, the �-helix behaves as a ‘macro-dipole’
with small positive and negative charges at the
N- and C-terminal ends, respectively. This charge
characteristic may, in turn, be exploited in pro-
tein–protein interactions or ligand binding .

Amino acid chirality dictates that the hel-
ical twist thus formed is always right-handed,
and no examples of left-handed �-helices have
been observed in any biological structure yet
determined, nor are they likely to be. In a geo-
metrically ideal helix, the direction of the in-
terresidue hydrogen bonds is exactly parallel to
the helix axis. This situation is only rarely ob-
served in protein structures, and some nonlin-
earity of the hydrogen-bond geometry is most
common. 

A number of variants of the �-helix are, of
course, possible. Of these, the so-called 310 he-
lix, in which residue i is hydrogen-bonded to i+3,
is regularly seen to form short turns in an oth-
erwise extended structure. A helix in which
residue i is hydrogen-bonded to i+5 is known
as the � helix, but is predicted to be rather un-
stable and, presumably for this reason, does not
occur in any known protein structure.

The 	 strand constitutes the second com-
monly observed secondary structural element
in proteins. 	 strands were first observed in early
crystal structures of lysozyme, and consist of an
essentially fully extended polypeptide chain.
Alone, the 	 strand is unstable and is almost al-
ways found in combination with others to form
	 sheet structures. 

The conformation of a single strand is such
that the peptide NH and C�O groups project in
opposite directions, and these directions are re-
versed in successive residues within the strand.
Due to the fundamental structure of � amino
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FIGURE 1.34 The �-helix.
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1.7 Secondary structure—the fundamental unit of protein architecture 25

acids described earlier, the side-chains of each ad-
jacent residue then project in opposite directions,
but in a plane that is essentially orthogonal to
that defined by the main-chain groups (FIGURE
1.35). Thus, free of potential steric clashes be-
tween side-chain atoms, strands can associate
through NH—-O�C hydrogen bonds (FIGURE
1.36). 

	 sheets are not flat, but show a left-handed
twist that may be more or less pronounced in
different structural contexts (FIGURE 1.37). As
may be already clear, association of 	 strands

can occur in either a parallel or an antiparallel
orientation, and 	 sheets are often composed
of both (FIGURE 1.38).

In considering the association of individual
secondary structural elements to form a folded
tertiary structure (Section 1.8, Tertiary structure
and the universe of protein folds), it is clear that
some motifs are highly represented in the struc-
tural database. These are often referred to as el-
ements of supersecondary structure, and
examples include certain types of 	 hairpins
that connect consecutive 	 strands in a sheet,
certain combination of 	 strands (e.g., 	 mean-
der, Greek key motif), and turns that link to-
gether �-helices to form the well-known
helix-loop-helix and helix-turn-helix motifs
(FIGURE 1.39). 

Among the most common supersecondary
structures is the coiled coil that arises from the
interaction of two, three, four, or even more
bundles of �-helices with a characteristic pat-
tern of hydrophobic and charged amino acids
that repeats every seven residues—the so-called
heptad repeat (FIGURE 1.40). Coiled-coil motifs
were first predicted by Francis Crick in a theo-
retical analysis of how �-helices pack together.
We now know of many thousands of examples
of proteins with a diversity of functions that are
observed or predicted to contain coiled-coil re-
gions. The heptad repeat results in a pronounced
amphipathic nature where each helix has po-
lar and nonpolar faces. The nonpolar side-chains
pack together at the interface, leaving the more
hydrophilic side-chains exposed to solvent.
Often, basic and acidic residues are found jux-
taposed in the coiled coil, where they form salt-
bridging interactions and thus provide additional

A � sheet 

FIGURE 1.35 A 	 sheet viewed from the side. Amino acid
side-chains project away from the plane of the sheet.

An antiparallel � sheet

��5Å5Å�5Å

FIGURE 1.36 An antiparallel 	 sheet showing the char-
acteristic interstrand hydrogen-bonding pattern.

The � barrel

FIGURE 1.37 The 	 barrel. Image generated from Protein
Data Bank file 1BXW.
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26 CHAPTER 1 Protein structure

structural stabilization. Although parallel coiled
coils with a left-handed superhelical twist are
most common, antiparallel configurations, and
some with a right-handed twist, are also known.
Coiled coils in which leucine dominates the ‘a’
position of the heptad repeat (-abcdefg-abcdefg-
etc) are often referred to as ‘leucine zippers.’

Although not generally considered to be sec-
ondary structures as such, most proteins con-
tain regions of extended conformations that

serve to join together the �-helices and 	 strands.
These regions are often referred to as ‘linkers’ for
this reason. In their most extreme form they can
be rather long, comprising tens or even hun-
dreds of amino acids. Alternatively, they may
consist of only two or three residues forming
tight turns that, themselves, have been observed
to fall into a number of common supersecondary
structural classes described earlier. In many cases,
linker regions tend to be poorly defined in X-
ray and NMR structures but, as will be seen later,
they may become ordered, or even adopt a
canonical secondary structure, upon interaction
with specific ligands or partner proteins.

Tertiary structure and the
universe of protein folds

The folded state results from the formation and
association of secondary structural elements de-
scribed earlier, together with intervening linker
regions and turns to form the tertiary structure
of the molecule. On the basis of his studies of
the reversible folding–unfolding of ribonucle-
ase, Anfinsen suggested that the information
that determined the final folded state of a pro-
tein was encoded entirely within its amino acid
sequence. Since then, there have been consid-
erable efforts to unravel the complex processes
involved in the formation of a folded structure

Key concepts
• In spite of the complexity of protein sequences, it

appears that the number of ways in which
polypeptides fold into their final tertiary structures
is limited; structure and function are more highly
conserved than in an amino acid sequence.

• Some protein folds are seen to carry out numerous
biological functions, whereas others appear to
have evolved to perform specialized activities.

1.8
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FIGURE 1.38 Different 	 sheet topologies: parallel, antiparallel, and mixed.

N

C

	 meander Greek key Helix-loop-helix

Examples of supersecondary structures

FIGURE 1.39 Examples of supersecondary structures.
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FIGURE 1.40 Coiled coils and the heptad repeat. Image
generated from Protein Data Bank file 2ZTA.
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1.8 Tertiary structure and the universe of protein folds 27

from a string of amino acids. Although we still
do not fully understand how this occurs, progress
has been made through a combination of exper-
imental and theoretical approaches. 

The magnitude of the ‘folding problem’ was
noted by Levinthal in the 1960s. Levinthal pre-
sented the problem, now known as ‘Levinthal’s
paradox,’ in the following way: If we consider
a protein of a 100 residues and assume that the
main-chain �-� angles can take one of three
possible values (side-chain rotamers are com-
pletely ignored), then each peptide can adopt
nine (3 � 3) possible conformations. Therefore,
our 100-residue protein can adopt 9100 possi-
ble three-dimensional structures. Making a fur-
ther assumption that changes in peptide
conformation can occur on the femtosecond
(10-15 s) time scale, finding the correct folded
conformation would take, on average, ~1070

years, rather than the few seconds or minutes
that might be actually observed in the test tube.

As we have seen, the number of possible
three-dimensional structures for even a small
protein is astronomical. Nonetheless, it is clear
that proteins do only seem to adopt a relatively
small number of tertiary structures. Broadly
speaking, two classes of tertiary structure are
discernable: fibrous and globular. Fibrous pro-
teins, as their name suggests, are characterized
by rather elongated architectures and are ex-
emplified by ‘structural’ proteins such as keratin
and collagen. In contrast, most tertiary struc-
tures fall into the second broad class and are
generally referred to as ‘globular,’ reflecting
their more spherical shape. 

A question that fascinates many structural
biologists is, how many different structures of
globular proteins are there? The structural data-
base, at present, contains some 40,000 struc-
tures (some of which may be, for example,
mutant forms of the same protein). But how
many of these represent different protein folds,
and how many such folds remain to be deter-
mined? The importance of these questions has
resulted in an increasing number of ‘structural
genomics’ programs (Section 1.16, What's next?
Structural biology in the postgenomic era) whose
aims are, in part, to determine the structures of
all possible protein folds in biology. This is not
merely a stamp-collecting exercise but, if suc-
cessful, will play an important role in our efforts
to understand how a protein sequence deter-
mines its final three-dimensional structure. 

The overall structure of large (>50 kDa)
proteins can almost always be subdivided into
combinations of smaller, compact entities that

are generally referred to as domains, and are
often thought of as segments that are capable
of independent folding. Indeed, this notion has
been extensively used to experimentally define
domain boundaries within larger molecules by
limited proteolytic digestion. In this method,
small quantities of proteases are mixed with
varying molar excesses of the protein of inter-
est with the hope that flexible, exposed linker
regions, or unfolded N- and/or C-terminal se-
quences, will be more easily cleaved than the
compact globular domains (FIGURE 1.41). 

If we assume that all globular proteins are
formed from one or more ‘domains,’ then our
‘fold’ problem becomes one of deciding how
many topologically discrete combinations of �-
helices and 	 strands are likely to be represented
in the structural proteome. A number of ap-
proaches have been taken to this problem, in-
cluding the reduction of ‘fold-space’ into a
periodic tablelike classification of likely topo-
logical arrangements of beta and alpha second-
ary structural elements. Despite the exponential
increase in structure determinations, and the
fact that large-scale structural genomics efforts
often choose target proteins on the basis that
they may contain a novel fold, the rate at which
new folds are being revealed does not follow
the same exponential behavior. This is, in part,
related to an overarching question of how re-
lationships between different structures are
measured, defined, and classified. Regardless,
it seems likely that as more and more variations
in topology are revealed, a picture may emerge
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FIGURE 1.41 A ‘limited proteolysis’ experiment.
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28 CHAPTER 1 Protein structure

that describes ‘fold-space’ as a continuum of
structures, each subtly different from the next,
rather than the somewhat ‘quantized’ view that
has been favored for so long.

To date, around 800 protein folds have been
revealed and classified. It is clear, however, that
a subset of these must have arisen early in evo-
lution and occur in many hundreds of known
protein structures. In general, these ‘common’
folds fall into two distinct classes: those that
seem to possess functional versatility and ap-
pear in proteins with extraordinarily diverse bi-
ological activities, and those that appear
especially well suited for a specific role. For ex-
ample, the ‘TIM barrel’ that is made up of eight
copies of one 	 strand and one �-helix (FIGURE
1.42) was first observed in an early structure of
the metabolic enzyme triose phosphate iso-
merase, but has subsequently been seen in over
100 different structures of molecules with a di-
versity of largely enzymatic functions. Similarly,
the all-beta immunoglobulin or ‘Ig’ fold, first
seen in structures of the Fab fragment IgG, is
now known to occur in molecules with diverse
functions, such as chaperones and transcrip-
tion factors. In contrast, the �-helical globin
fold is exquisitely tailored to bind macrocyclic
cofactors called metalloporphyrins (see Figure
1.62). More than 100 structures of globin fold

proteins have been determined yet, remark-
ably, this appears to be their major function.

Given that only ~800 distinct protein folds
have been seen in the structures determined to
date, and that considerably greater diversity is
seen in the vast database of primary sequence
data, it is clear that their structure and function
are much more strictly conserved than in an
amino acid sequence. This situation arises
through two distinct mechanisms of conver-
gent and divergent evolution.

Convergent evolution was noted early in the
history of structural biology. The X-ray structures
of two proteolytic enzymes, trypsin and chy-
motrypsin, revealed a close relationship in both
sequence and overall structure. In particular, the
precise three-dimensional arrangement of a his-
tidine-aspartate-serine triad of catalytic residues
was seen to be almost identical at the active sites
of each protein. It was with some surprise that
the later structure of a completely unrelated pro-
tease, subtilisin, showed a completely different
fold but retained the identical stereochemical
arrangement of catalytic triad residues that,
nonetheless, occur in a different relative order
in the sequences of the two enzymes (FIGURE
1.43). Thus, in these enzymes, the same enzy-
matic function appears to have been ‘invented’
more than once in evolutionary history.
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tRNA-guanine transglycosylase

Rubisco

Enolase

FMN-dependent oxidoreductase

Metal-dependent hydrolase

Phosphatidylinositol phospholipase C

Quinolinic acid phosphoribosyl transferase

The TIM-barrel fold

FIGURE 1.42 The TIM-barrel fold occurs in a variety of functional contexts. Image generated from Protein Data Bank
file 8TIM.
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Although this represents convergent evo-
lution of the structural features of an active site,
it would appear that convergence of overall pro-
tein fold may also have taken place. Proteins
have been shown to have near-identical tertiary
structures, yet share absolutely no detectable
homology other than that expected for align-
ment of a pair of random sequences. This is some-
thing of a gray area, where it may be difficult or
impossible to decide whether two structures
have arisen by convergent or divergent processes.

Divergent evolution is most commonly ob-
served and is manifested by conservation in se-
quence and overall structure, or the structure
of a core segment, along with the position of
functionally important residues (where func-
tion is also maintained). In its most generally ac-
cepted sense, divergent evolution implies that
multiple, related protein sequences share a com-
mon evolutionary origin. Observed differences
then arise from selective pressure to evolve, for
example, differences in substrate specificity be-
tween members of a family of enzymes. Again,
the serine proteases represent a good example,
where trypsin and chymotrypsin share close
structural homology, but differ in their prefer-
ence for different classes of amino acids, C-ter-
minal to the substrate’s scissile bond.

In the pantheon of structural folds/motifs
observed to date, a number of interesting ‘out-
liers’ have been observed. We started this sec-
tion with the tentative assertion that related
primary structures (i.e., amino acid sequences)
must give rise to similar tertiary structures in
the folded state. Although this is generally true,

it has occasionally been seen that two sequences
that are apparently closely related can fold in
similar but topologically distinct ways, often
with important functional consequences. For
example, members of the KH family of RNA-
binding domains have similar overall structures
that, nevertheless, fall into several classes dif-
fering in the order of their alpha and beta sec-
ondary structural units. Nowhere is this
phenomenon more obvious than in prion-re-
lated diseases that are caused by the aggregation
of a small protein PrP, following a dramatic con-
version from a predominantly helical form to a
form containing a preponderance of 	 struc-
ture. Prions are discussed in more detail in Section
1.15, Structure and medicine.

A related phenomenon called cyclic per-
mutation occurs when one or more secondary
structural elements at one end of the molecule
are transposed to the other end, where they
form identical or near-identical interactions
with remaining secondary structural elements
(FIGURE 1.44). This is only possible because of
the fact that, in many structures of diverse pro-
teins, the N- and C-termini are observed to be
located close together in space, despite being
distant at the level of the linear amino acid se-
quence. 

A number of examples of structures have
now been reported that show exchange of one
or more secondary structural elements between
two, or rarely three or four, identical domains,
an effect that is variously referred to as strand
exchange, segment swap, or domain swap
(Figure 1.44). This arrangement obviously im-

Convergent evolution of an enzyme active site

Asp 32Asp 32
His 64His 64

Ser 221Ser 221

SubtilisinSubtilisin

Asp 102Asp 102
His 57His 57

Ser 195Ser 195

TrypsinTrypsin

Asp 32
His 64
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Subtilisin

Asp 102
His 57

Ser 195

Trypsin

FIGURE 1.43 Convergent evolution of an enzyme active site. Images generated from Protein Data Bank files 1N65, 1GNS. 
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plies that self-association (dimer-, trimer-,
tetramerization, or even polymerization) may
be functionally important. The biological rele-
vance of segment swapping is not always clear,
however, and because of its predominance in
crystal rather than NMR structures, it has
sparked several arguments about the relative
merits of the two approaches! In many cases, this
phenomenon has been shown to be artefactual,
but nonetheless it does play well-characterized
roles in biological processes such as RecA fila-
ment formation and the assembly of bacterial
pili (FIGURE 1.45).

As should be clear from the structures pre-
sented so far, if one conceptually held the N-
and C-termini of most proteins in either hand
and pulled, the structure would unravel back to
the original linear chain of amino acids. That
is, unless different parts of a protein chain are
covalently crosslinked—for example, by disul-
fide bond formation, as observed in so-called
cysteine-knot structures—proteins don’t form
knots! Until relatively recently, this was the
widely held view and for good reason: a knot-
ted structure would have considerable impli-
cations for folding pathways. In 2000, however,
bioinformatics analysis detected a disulfide-
independent knotted structure in a plant pro-
tein, acetohydroxy acid isomeroreductase
(FIGURE 1.46). Although a few additional exam-
ples have since been discovered, these ‘deep-
knotted’ structures remain uncommon and a
real structural curiosity!

Cyclic permutation and strand exchange/domain swapping
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FIGURE 1.44 Schematic representation of cyclic permutation and strand exchange/domain swapping.
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Domain swapping in RecA and bacterial pilins

RecARecA

3D-domain swap

Pilin

RecA

FIGURE 1.45 Domain swapping in two example struc-
tures, RecA and bacterial pilins. Images generated from
Protein Data Bank files 2REB, 2HIL.
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Modular architectures and
repeat motifs

Any complex biological process, such as the
biosynthesis of an amino acid, may require the
activity of many proteins. In prokaryotes, genes
are most often organized in operons, whereby
they are transcribed as a single, polycistronic
mRNA. This elegant mechanism ensures that
the expression of a particular set of genes can
easily be temporally coordinated in response to
a single biological stimulus. In contrast, eukary-
otic genes are generally isolated, and expres-
sion of each protein occurs from an individual
monocistronic mRNA.

Genome sequencing has revealed that eu-
karyotic proteins are often constructed as a lin-
ear array of protein ‘modules’ joined together,
much like beads threaded onto a string. Here,
each module has a specific function that con-
tributes to the overall activity of the ‘polypro-
tein’ within which it resides. Individual modules
may play specific roles that are otherwise struc-
turally or functionally independent of those of
their associated partner domains. In contrast,

Key concepts
• Many eukaryotic proteins do not consist of a single

globular domain with a single biological activity.
Instead, they consist of multiple domains or mod-
ules, each with a specific function, connected to-
gether like beads on a string.

• Modular architectures provide evolutionary flexibil-
ity, where different functions may be added or re-
moved from a protein by the insertion or deletion
of modules with specific activities.

1.9
the activities of individual domains within a
modular protein may be interdependent and
may be closely associated through intramolec-
ular domain–domain interactions.

Analysis of available genome sequence data
has revealed the existence of several hundred
protein modules with diverse biological func-
tions. These modules have been classified and
curated in several databases (e.g., SMART,
PFAM, and ProDom). Although many have
been characterized with respect to structure and
biological activity, many more remain to be in-
vestigated, and yet more to be discovered. 

The degree of modularity is, in some cases,
breathtaking. For example, the Vav proto-onco-
gene is a regulator of Rho family small GTPases
and contains a total of seven modules that var-
iously mediate binding to lipids, phosphotyro-
sine, proline-rich motifs, and actin, in addition
to a domain that mediates guanine-nucleotide
exchange on small GTPases of the Rho family
(FIGURE 1.47). This architecture is evolutionar-
ily very flexible, affording the possibility of facile
generation of proteins with novel functions
though domain/exon shuffling. Structures of
many of these isolated domains are now avail-
able and have generally shown that the N- and
C-termini are often located close together in
space. Thus additional domains may be added
by insertion into the linking regions between
preexisting modules without any structural dis-
ruption. 

Perhaps the most extreme example of the
use of modular architecture is seen in the sar-
comeric protein titin. The human protein con-
tains around 37,000 amino acid residues and

A deep-knotted protein

N

C
N

C

FIGURE 1.46 A deep-knotted protein (left) with a schematic representation (right) to show how the knot is formed.
Image generated from Protein Data Bank file 1YEV.
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32 CHAPTER 1 Protein structure

has a molecular mass of ~4 MDa. Sequence and
structural analysis has identified ~300 im-
munoglobulin and fibronectin domains, along
with a kinase domain at the C-terminal end and
stretches of sequence unique to titin.

In many cases, the precise biochemical roles
of a given domain can only be inferred from
known activities of well-characterized homo-
logues. In a few examples, one or more domains
within a protein may exhibit dual functional-
ity through both intramolecular and intermol-
ecular interactions. This is true of Vav (Figure
1.47), but is perhaps best illustrated by the Src-
family protein kinases (FIGURE 1.48). These mol-
ecules all contain three distinct functional
domains: an N-terminal SH3 is followed by a
short proline-rich linker, which connects to an
SH2 domain and a tyrosine kinase domain.
Regulation of the activity of Src kinases criti-
cally depends on the phosphorylation status of
a highly conserved tyrosine residue at the ex-
treme C-terminus. When phosphorylated, the
phosphotyrosine (pTyr) binds to the central SH2
domain, and additional interactions between a
proline-rich sequence and the N-terminal SH3
domain serve to maintain the kinase in an in-
active conformation. Dephosphorylation of the
tyrosine and/or competition for binding by phos-
photyrosine residues on Src-interacting pro-
teins disrupts these intramolecular contacts and
results in activation of the kinase domain.

An additional level of modularity can be
seen in protein domains that in turn consist of
many tandem copies of short repeating se-
quences (ANK, LRR, TPR, WD40, HEAT/ARM,
pumilio, and so forth). These molecules are

functionally diverse; they may play purely struc-
tural roles, mediate protein–protein or
protein–ligand interactions, or a combination
of all of these. As is true of protein structures in
general, modular-repeat proteins can be loosely
classified on the basis of their secondary struc-
tural content. For simplicity of presentation we
will consider two classes: those that have pre-
dominantly �-helical structure (although some
	 content may be evident) and those in which
	 structure dominates.

A major characteristic of the helical-repeat

Modular architecture of the Vav oncogene product

Vav

Calponin-homology
domain

Dbl-homology
domain

PH
domain

C1
domain

SH3
domain

SH2
domain

SH3
domain

YYY

FIGURE 1.47 Modular architecture of the Vav oncogene product. This representation is deceptive and a number of phys-
iologically important intramolecular interactions between domains are known to occur. Images generated from Protein
Data Bank files 1AAZ, 1KBE, 1GCP, 1DBH.

Regulation of Src-family kinase activation
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FIGURE 1.48 Intra- and intermolecular interactions reg-
ulate Src-family kinase activation. Images generated from
Protein Data Bank files 2CRH, 2SRC.
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proteins is that the number of repeats within
any one molecule is highly variable, a feature
presumably generated through recursive gene
duplication. Evolutionarily, this type of tertiary
architecture is attractive, given that it results in
molecules with extended interaction surfaces
that can be tailored in size by the simple addi-
tion or subtraction of repeating units.

Helical repeating motifs were first noted in
comparisons of budding and fission yeast tran-
scription factors, and were initially known as
Swi6/Cdc10 repeats after the molecules in ques-
tion. Subsequently, they were noted in the
ankyrin cytoskeletal proteins, which may con-
tain up to 50 repeats of the characteristic 30- to
35- residue motif and are now most commonly
known as ankyrin (ANK) repeats. At present,
over 3500 ANK repeat proteins containing more
than 15,000 individual motifs are known.
Structural studies have revealed the ANK re-
peat to consist of a short, tight 	-hairpin-like
turn followed by a pair of antiparallel �-helices
and a partially conserved linker region. The he-
lices of each repeat pack against those of the
neighboring motif through conserved hydropho-
bic residues. This generates an elongated struc-
ture that is both curved and twisted around the
long axis of the stack (FIGURE 1.49). The hairpin
loops extend away from the helical bundle at
an angle of approximately 90°, forming a groove
that may be used for interaction with a variety
of protein targets and other ligands (Figure 1.49).
Although this is the most common mode of ANK
domain binding, it is clear that other regions of
the surface may also be utilized for inter- and/or
intramolecular interactions in specific contexts. 

Other repetitive helical-repeat motifs in-
clude leucine-rich repeats (LRR), tetratricopep-
tide (TPR) repeats, Pumilio repeats that are in
turn related to the HEAT/ARM family of motifs,
and others. Association of multiple copies of
these motifs can give rise to a variety of terti-
ary structures, and in the majority of cases where
the activities have been well characterized, hel-
ical-repeat architectures assemble to produce
extended surfaces for interaction with protein
partners or other ligands. LRRs form a charac-
teristic horseshoe shape (FIGURE 1.50), which
provides a highly concave binding surface. TPR
and HEAT/ARM repeats associate to form a su-
perhelical array of helical motifs, which results
in a binding groove that spirals along the length
of the molecule. In the case of TPR repeats, the
twist on the helical stack is rather small. In con-
trast, HEAT/ARM proteins tend to show a su-
perhelical twist that can be quite spectacular
and of a size that can wrap around entire pro-
teins (Figure 1.50).

In contrast to the diversity seen in helical-
repeat architectures, 	-repeat motifs are less
common and essentially fall into two classes
known as 	-propellors and 	 helix structures.
The WD40 domain is named after a conserved
Trp-Asp dipeptide that is embedded in a repeat-
ing sequence of ~40 residues. Although the
number of repeats is quite variable, seven are
most commonly observed. The first structure
of a WD40 repeat protein was that of the 	 sub-
unit of heterotrimeric G-proteins, which re-
vealed that each motif folds into a four-stranded
	 sheet. These sheets then pack together to form
an extended barrel-like structure that resem-

NLS

I�B� ANK-repeat domain

p50 dimerisation domain
p65 dimerisation domain

p65 DNA-binding domain

1
2

3
4 5

6

Ankyrin-repeat structure and binding in the I�B�-NF�B complex

A.A. B.B.A. B.

FIGURE 1.49 Ankyrin-repeat structure and binding in the I�B�-NF�B complex. The NLS binds into the ankyrin groove,
but binding occurs in other regions of the ankyrin repeat stack. Image generated from Protein Data Bank file 1NF1.
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bles a propeller in which each repeat forms an
individual ‘blade.’ Functionally, WD40 domains
play a variety of roles in mediating protein-pro-
tein interactions. Most recently, it has become
clear that they constitute a family of modules
that may bind to peptide motifs that are specif-
ically modified posttranslationally (Section 1.11,
Posttranslational modifications and cofactors). FIGURE
1.51 shows an example of this phenomenon
where the WD40-repeat domain of WDR5 re-
cruits lysine methytransferases to dimethylated
lysine 4 of histone H3 by binding the modified
lysine side-chain through a recognition pocket
formed at the center of the 	-propeller domain.

RCC1 (regulator of chromatin condensation
1) is a multifunctional signaling molecule that
localizes to the nuclear compartment. Its ma-
jor role appears to be as a nucleotide exchange
factor for a small GTPase Ran that regulates the
trafficking of cargo into and out of the nucleus.
Structurally, RCC1 resembles WD40-repeat do-
mains in that it adopts a seven-bladed 	-pro-
peller-like fold. There is, nonetheless, no
detectable sequence homology between WD40
and RCC1 repeat motifs and, as can be seen
from the complex of RCC1 with nucleotide-

free Ran (represented as a transparent surface
in Figure 1.51), they can be distinguished by dif-
ferences in the topological arrangement of 	
strands, and the inclusion of a short region of
�-helix that packs at the outer edge of each of
the blades.

As we have seen, WD40 and RCC1 repeats
tend to form closed, circular arrays. 	-repeat
structures, however, are also able to form the
kinds of highly extended structures that are
generated in helical-repeat molecules such as
karyopherins (Figure 1.50). Such an example
is the 	-helix architecture where repeating pairs
or triplets of 	 strands associate to form ‘heli-
cal’ arrays that can be highly elongated. The 	-
helix fold has been observed in many different
proteins with a plethora of functions. For exam-
ple, pertactin, a virulence factor that mediates
adhesion of the pathogenic Bordetella pertussis
bacterium with host cells (Figure 1.51), is con-
structed from consecutive strands that, concep-
tually, form triplets and pack around a
right-handed spiral (Figure 1.51 inset).
Conversely, other examples such as insect anti-
freeze proteins have similar structures, but with
a left-handed twist. 

Leucine-rich repeatLeucine-rich repeat
(LRR)(LRR)

Tetratricopeptide repeatTetratricopeptide repeat
(TPR)(TPR)

Leucine-rich repeat
(LRR)

Tetratricopeptide repeat
(TPR)

HEAT repeatHEAT repeat

LRR, TPR, and HEAT helical-repeat architectures

FIGURE 1.50 LRR, TPR, and HEAT helical-repeat architectures. Images generated from Protein Data Bank files 1DFJ,
1WA5, 2BUG.
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Quaternary structure and
higher-order assemblies

Key concepts
• The quaternary association of individual proteins is

extremely common. The simplest quaternary struc-
tures are dimers of two identical monomers, but
considerably complexity is observed and assem-
blies such as viral capsids may contain hundreds of
protein chains.

• Protein assemblies facilitate allosteric and cooper-
ative effects that most often arise from structural
changes within the assembly and provide for ex-
quisitely precise regulation of activity.

• Changes in quaternary structure may involve the
reversible binding of regulatory subunits to a sta-
ble core assembly.

1.10 Quaternary structure describes the fact that
many proteins do not exist or function as
monomers, but associate to form oligomers. The
simplest form of oligomer arises from the ho-
motypic association of two identical subunits
to form a dimer (more precisely a homodimer).
Alternatively, two different proteins may bind
to form a heterodimer (a heterotypic associ-
ation). Obviously, any number of combinations
is possible and, as we will see, many variations
are observed to occur in biological systems.

Most dimers arise from the interaction be-
tween identical (or near-identical) surfaces on
each protomer. Such interactions are known
as isologous and are the most commonly ob-
served in structures of protein oligomers. The
interaction surfaces are buried in the dimer, and
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FIGURE 1.51 WD40, RCC1, and 	-helix architectures. Images generated from Protein Data Bank files 2HK6, 1DAB, 1I2M.
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as a result they are not available for interaction
with another subunit. As shown in FIGURE 1.52,
isologous interactions are not restricted to
dimers, but can and do occur in higher-order
homo-oligomers (trimers, tetramers, pentamers,
and so forth). In contrast, heterologous inter-
actions between protomers involve distinct sur-
faces that do not overlap. In its simplest form,
this situation is less commonly observed be-
cause it implies that the protomer will become
infinitely polymerized. Additional rotational
symmetry, however, can result in ‘closing’ of
the system, and this closed heterologous
oligomerization is much more prevalent.
Nonetheless, ‘nonclosed’ heterologous oligomer-
ization (effectively polymerization) of proteins
such as actin and tubulin is extremely impor-
tant in muscle contraction and formation of the
actin cytoskeleton and microtubules.

The question arises: Why be oligomeric? In
some cases this is a difficult question to answer,
because a functional relevance may not be ob-
vious from the structure or from known bio-
logical function. It is clear, however, that
oligomerization can confer a degree of struc-
tural or chemical stability. From an evolution-
ary point of view, formation of oligomers, and
particularly hetero-oligomers, affords a great
deal of functional and architectural flexibility,
in a similar manner to the modular architec-
tures that were discussed in the preceding 
section. 

The combination of subunits that consti-
tute a particular protein complex may provide
different structural characteristics that are tai-
lored to specific biological activities. In addition,
activity and specificity can be modulated through
regulated association and dissociation of acces-

n

Isologous Heterologous

Dimer 
(e.g., restriction enzymes)
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FIGURE 1.52 Isologous and heterologous tertiary structures.
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sory subunits. An excellent example of such a
system is provided by RNA polymerases, high-
molecular-weight complexes that carry out the
fundamental process of gene transcription into
mRNA. Prokaryotic RNA polymerases have a
basic structure composed of five subunits
(�2		��; the subscript denotes that the � sub-
unit is, itself, a dimer) that carry out the core ac-
tivities of DNA binding, RNA synthesis, and
translocation along the DNA template. The sta-
ble, core assembly binds nonspecifically to DNA.
Binding of an accessory subunit, however (�,
which directly interacts with DNA in a sequence-
specific manner), is required to allow the RNA
polymerase holoenzyme to be able to recog-
nize sites on chromosomal DNA at which tran-
scription should begin (called promoter regions).
Through the binding of different � subunits,
specificity for different classes of promoters (with
different DNA sequences) can occur, allowing
precise temporal regulation of transcription of
particular classes of genes (FIGURE 1.53). RNA
polymerase is just one example of an asymmet-
ric quaternary arrangement of multiple protein
subunits that shows both hetero- and homo-
typic character. As we will now see, however,
symmetrical quaternary arrangement has been
exploited by evolution in a number of ways.

Pyruvate dehydrogenase is a three-enzyme
complex comprising E1 (pyruvate dehydroge-
nase), E2 (dihydrolipoyl transacetylase), and E3
(dihydrolipoyl dehydrogenase), which catalyze
five distinct reactions in a pathway that leads to
oxidative decarboxylation of pyruvate to acetyl
CoA. The bacterial enzyme consists of a core of
eight E2 trimers that interact to form the cor-
ners of a cube of approximate dimensions 80 �
80 � 80 Å3 (FIGURE 1.54). The cube is further
decorated with twelve E1 dimers and six E3

dimers to form a complex of around 4.5 MDa.
The size and complexity are truly staggering, but
considerable advantages are achieved in these
large multienzyme aggregates. Structural inti-
macy of different catalytic domains provides op-
portunities for tight and coordinated regulation
through, for example, binding of allosteric ef-
fector molecules, or by posttranslational modi-
fications such as phosphorylation. Furthermore,
the multiprotein ‘lattice’ generates a cagelike
environment that protects the products of one
reaction from the unwanted attention of other
enzymes and cytoplasmic components, and
maintains substrates in close proximity to ac-
tive sites. Alone or in combination, these effects
can provide for considerable enhancement of
catalytic rate/efficiency. As mentioned earlier,
the oxygen-carrying molecule hemoglobin was
among the first protein structures to be deter-
mined. Hemoglobin forms an �2	2 heterote-
tramer of subunits, each of which carries a single
heme (Fe-protoporphyrin IX) prosthetic group
as the site of binding of diatomic ligands such as
oxygen and carbon monoxide. As we will see
in Section 1.12, Dynamics, flexibility, and conforma-
tional changes, the � and 	 subunits are not func-
tionally isolated, but are, in contrast, highly
coupled. Loading of oxygen onto successive sub-
units progressively increases the affinity of the
unfilled sites such that the oxygen affinity for
the fourth and final subunit is increased several
hundred times compared to the uncharged (de-
oxy) hemoglobin tetramer molecule. 

In some cases, the symmetry of a protein in
a homomeric complex is correlated with struc-
tural characteristics of its binding partner.
Restriction endonucleases are the workhorses
of molecular biological techniques due to their
absolute specificity for particular sequence mo-

RNA polymeraseRNA polymerase
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��22				’’��

RNA polymeraseRNA polymerase
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��22 		 		’’����

RNA polymerase
Apo-form

�2		’�

RNA polymerase
Holo-form

�2		’��

Sigma

Sigma factors enhance regulate specificity of RNA polymerase

Promoter DNAPromoter DNAPromoter DNA

FIGURE 1.53 Promoter specificity of RNA polymerase may be regulated by binding of sigma factors that supply addi-
tional, sequence-specific DNA interactions. Images generated from Protein Data Bank files 1HQM, 1L9Z.
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tifs in DNA. The major (and arguably the most
useful) class of restriction enzymes includes
those that recognize ‘palindromic’ motifs for
which the sequence of bases of one strand of
double-stranded DNA read in the standard 5’
to 3’ direction is exactly the same when read
on the opposite strand (FIGURE 1.55). The astute
observer will note that this arrangement gen-
erates a twofold axis of symmetry at the center
of the double-stranded sequence motif. The re-
markable ability of restriction endonucleases to
cut the phosphodiester backbones of both
strands at identical positions in the sequence is
achieved straightforwardly by dimerization of
the catalytic domains of the enzyme. This gen-
erates a twofold axis of symmetry that coincides
with that of the DNA substrate in the specific and
catalytically competent protein–DNA complex. 

An impressive use of symmetry in large
protein assemblies is seen in the structures of
viral capsids. In all cases, many copies of one or
a small number of protein chains are used to
build a viral shell that may be 1000 Å in diam-
eter or more, which is necessitated by the ob-
vious problem that viral genomes must be
relatively small in order to be accommodated
within the capsids that they ultimately encode. 

In broad terms, viruses can be classified in
terms of the architecture of their shells.
Enveloped viruses, such as human immunod-
eficiency virus (HIV) and influenza, are coated

with a lipid bilayer, ultimately derived from the
plasma membrane of the infected cell within
which the virus was replicated and shed. Viral
proteins involved in binding to receptors dis-
played on the surface of target cells are embed-
ded within this bilayer. These viruses will not
be considered further. 

Of the nonenveloped viruses, two major
architectures are seen, which are generally re-
ferred to as helical, and icosahedral or spheri-
cal. Tobacco mosaic virus is the archetypal helical
virus, and its capsid is formed from ~2100 copies
of a single protein subunit of 154 amino acids.
These are arranged to form a helical rod with 16
copies per turn and a total length of ~3000 Å. 

Icosahedral viruses have been by far the
most intensively studied by X-ray crystallogra-
phy and cryo-EM methods. The icosahedron is
one of the few ways of symmetrically assembling
identical subunits into a roughly spherical shape.
It has 20 triangular faces and contains fivefold,
threefold, and twofold axes of symmetry (532
symmetry). Each face has threefold symmetry
and can thus contain a minimum of three iden-
tical subunits (FIGURE 1.56). Therefore the sim-
plest icosahedral virus (such as plant satellite
viruses) must contain 60 (20 � 3) subunits with
each located in an identical environment to the
other 59. In order to construct larger shells, the
number of subunits must increase and, clearly,
this number must be a multiple of 60. In fact,

Prokaryotic pyruvate dehydrogenase complex

E1

E3

Pyruvate dehydrogenase complex (~4.5 MDa) Core E2 complex

E2

E2

E2

E2

E2

E2

E2

E2

FIGURE 1.54 The prokaryotic pyruvate dehydrogenase complex. The locations of the E1, E2, and E3 subunits are shown
on the left, along with the X-ray structure of the core, cubic E2 complex. Image generated from Protein Data Bank file
1DFM.
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1.10 Quaternary structure and higher-order assemblies 39

it was suggested by Donald Caspar and Aaron
Klug in the 1960s that only certain multiples of
60 are consistent with formation of closed spher-
ical shells (1, 3, 4, 7, 13, …). Caspar and Klug
termed these multiples triangulation or ‘T’ num-
bers. Thus a T � 3 virus (e.g., tomato bushy
stunt virus) contains 180 subunits, whereas a
T � 13 virus such as reovirus contains 780!
Caspar and Klug also invoked the notion of

‘quasi-equivalence’ to explain how the same
protein must be able to form more than one
type of contact in order to form an icosahedral
shell in spherical viruses with T � 1. It was not,
however, until the structure of a small T � 3
plant virus—tomato bushy stunt virus—was
solved by Stephen Harrison and coworkers that
the structural basis of quasi-equivalent pack-
ing was revealed.
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Restriction enzyme binds to a DNA sequence

FIGURE 1.55 A twofold symmetric restriction enzyme binds to a twofold pseudosymmetric DNA sequence. Image gen-
erated from Protein Data Bank file 1DFM.

Icosahedral architecture in a simple satellite virus
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FIGURE 1.56 Icosahedral architecture in a simple (T = 1) satellite virus. Image generated from Protein Data Bank file
1STM.
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Posttranslational
modifications and
cofactors

So far, we have seen how proteins are produced
as amino acid chains that fold into a myriad of
different tertiary and quaternary structures. In
some cases, further processing of the polypep-
tide chain must occur, which can happen in
several ways. For most proteins, posttransla-
tional chemical modifications are the rule rather
than the exception. Posttranslational modifica-
tions can have a variety of different effects on
the structure of proteins and many aspects of
their behavior. Indeed, a single modification
may exert all of these effects on certain pro-
teins, or a number of modifications of a single
protein may occur. Furthermore, these need
not occur at the same time and may take place
at different stages of a protein’s lifetime. An ex-
haustive description of all modifications known
at present is unrealistic here. Instead, this sec-
tion will focus on some specific examples in or-
der to give a flavor of the biological and structural
versatility and flexibility that they provide.

Proteolysis is one of the most dramatic post-
translational modifications, and is seen in the
activation of some precursors of proteases, hor-
mones, viral polyproteins, and other molecules
(FIGURE 1.57). Functionally, the necessity for
proteolytic activation most often is related to a
need for precise and timely regulation. This is
no better demonstrated than by proteases of
the blood coagulation cascade, where inappro-
priate activation can lead to thrombosis that
may ultimately be fatal. In general, the protein
is initially translated and folds into a defined
tertiary structure that is, nonetheless, biologi-
cally inactive. This precursor may be denoted
with the prefix ‘pro’ to distinguish it from the
mature active form. In the case of molecules

Key concepts
• Posttranslational modifications are often the final

step in the production of an active protein or 
enzyme.

• Many different modifications are known, ranging
from proteolytic cleavage to the addition of chem-
ical groups.

• Modifications exert a variety of effects and may in-
duce conformational changes or generate signals
for the formation of protein–protein complexes. 

• Posttranslational modifications may either activate
or inhibit biological activity and are often
reversible.

1.11
with enzymatic activity, the inactive precursor
may be referred to as a zymogen. Examples
would include proinsulin and procaspase or the
zymogen forms of trypsin and chymotrypsin
(trypsinogen and chymotrypsinogen). Similarly,
a family of cysteine-aspartyl proteases, the cas-
pases, are activated by proteolysis to release the
enzymatically proficient form in response to a
variety of proapoptotic signals. Once activated,
the so-called effector caspases are able to cleave,
and inactivate, a variety of downstream pro-
teins to initiate cell death.

Many known modifications have interest-
ing and important effects on solubility, local-
ization, and biological/chemical stability. For
example, proteins that are released into the ex-
tracellular milieu, or are bound to the external
surface of the plasma membrane, are often gly-
cosylated on asparagine (N-linked) or serine
(O-linked) residues (FIGURE 1.58). This may di-
rectly aid in protein folding, protect against pro-
teolytic attack, provide immune surveillance,
and generate binding sites for interacting part-
ners. This diversity of effects arises, in large part,
from the complexity of glycosylation patterns
that may involve a number of different sugars
and glycosidic linkages. The extent of the mod-
ification may be so great as to represent up to
40% of the overall mass of the glycoprotein.
This, plus the heterogeneity of the attached
sugar chains, provides an enormous barrier to
high-resolution structural studies. In most cases,
crystallization of highly glycosylated molecules
is only possible after extensive enzymatic deg-
lycosylation, removal of known glycosylation
sites by mutagenesis, inhibition of glycosyla-
tion during recombinant protein expression, or
a combination of all three.

Of greatest interest here are the variety of
modifications that directly or indirectly influence
protein structure and activity. Phosphorylation
most often occurs on the hydroxylated amino
acids, tyrosine, threonine, and serine. It can,
however, occur on histidine and aspartate
residues, but in these cases is highly unstable. It
is the most prevalent posttranslational modifi-
cation that occurs in human cells, and it has been
estimated that ~30% of all proteins in the human
proteome are phosphorylated at some stage dur-
ing their lifetime! The role of phosphorylation
in driving conformational change is best exem-
plified by protein kinases themselves, and we
have already seen an example of how this oc-
curs in the Src kinase family (Figure 1.48). This
example also highlights the fact that phosphory-
lation can create binding sites for interaction with

40632_CH01_smerdon.qxd  5/10/07  3:58 PM  Page 40



1.11 Posttranslational modifications and cofactors 41

other proteins/domains capable of specifically
recognizing phosphorylated serine, threonine,
or tyrosine (Section 1.13, Protein–protein and pro-
tein–nucleic acid interactions). The paradigm for
phosphorylation-driven complex formation is
undoubtedly the SH2 domain (Src-homology-
2), which features prominently in receptor ty-
rosine kinase signaling pathways through its
ability to specifically bind to phosphotyrosine
motifs. It is now clear, however, that a diversity
of proteins and domains function in all aspects
of protein kinase signaling. This is best exempli-
fied by the proliferation of protein modules now
known to function as phosphodependent bind-
ing domains in serine/threonine kinase signal-
ing pathways. Additionally remarkable is the
diversity in architecture seen in these molecules,
which ranges from the all-helical 14-3-3 family
through to the all-beta Forkhead-associated do-
mains.

Phosphorylation is not unique in its ability
to mediate protein–protein interactions and sev-
eral other modifications, notably acetylation and
methylation of the basic amino acids lysine and
arginine, and its ability to stimulate interactions

with a number of domains such as Tudor, PHD,
and Bromo domains, most notably in the con-
text of modification of histone tails in epigenetic
regulation of chromatin structure (Section 1.13,
Protein–protein and protein–nucleic acid interactions).
Indeed, the combinatorial effects of specific hi-
stone acetylation, methylation, phosphoryla-
tion, and ubiquitinylation produce highly specific
patterns of modifications, which collectively
have become known as the ‘histone code.’ 

Although the covalent attachment of small
organic or inorganic molecules to proteins is by
far the most commonly observed posttransla-
tional modification, one of the most important
regulatory modifications that occurs in eukary-
otic cells is the addition of the small protein ubiq-
uitin (FIGURE 1.59). Formation of polyubiquitin
chains that are conjugated via a specific lysine
(Lys48) flags the target protein for degradation
by the 26S proteasome. Ubiquitin modification
is achieved in a sequential cascade of reactions
catalyzed by ubiquitin-activating enzyme (E1).
Modification of ubiquitin-conjugating enzyme
(E2) and ubiquitin ligase (E3) results in the for-
mation of an isopeptide bond between the acti-
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Proteolytic processing of zymogen to form �-chymotrypsin

FIGURE 1.57 Proteolytic processing of an inactive zymogen (chymotrypsinogen) to form the active enzyme, 
�-chymotrypsin. Images generated from Protein Data Bank files 1CHG, 4CHA.
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O- and N-linked glycosylation
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FIGURE 1.58 O- and N-linked glycosylation. Image generated from Protein Data Bank file 1GC1.
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FIGURE 1.59 Ubiquitinylation and the isopeptide bond. Image generated from Protein Data Bank file 1AAR.
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1.11 Posttranslational modifications and cofactors 43

vated C-terminal carboxylate group of ubiqui-
tin and the terminal amino group of one or more
lysines in the target protein. More recently, it
has become apparent that monoubiquitination,
or polyubiquitination through Lys63, may play
a role in cell signaling. This notion is supported
by the fact that deubiquitinating enzymes exist
and ensure that this modification is reversible
in a manner akin to protein phosphorylation.

Among the most common modifications
encountered is the binding of cofactors or pros-
thetic groups that play central roles in biolog-
ical function (FIGURE 1.60). The diversity of
prosthetic groups is considerable, ranging from
single metal ions to large organic macrocycles.
In the case of the hemoglobins and myglobins,
the heme prosthetic group itself contains a cen-
trally coordinated iron atom that constitutes

the binding site for oxygen. Indeed, the bind-
ing of various metal ions is observed to occur in
a variety of different contexts, where they may
play direct catalytic roles, as in phosphoryl trans-
fer (such as Mg2+and Mn2+) and electron trans-
fer processes (metalloporphyrins/iron-sulfur
clusters), or may contribute to structural in-
tegrity as observed in Zn-finger (Zn2+) and EF-
hand motifs (Ca2+). Other common prosthetic
groups include NAD/NADH (nicotinamide ade-
nine dinucleotide and its reduced form),
NADP/NADPH (nicotinamide adenine dinu-
cleotide phosphate and its reduced form), FAD
(flavin adenine dinucleotide), and FMN (flavin
mononucleotide), which are present in many
enzymes involved in intermediary metabolism
and other pathways.

Finally, one of the most remarkable post-

Four prosthetic groups

HaemHaem NADNAD

Iron-sulphur Iron-sulphur 
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FIGURE 1.60 Examples of four prosthetic groups: heme (iron-protophorphyrin IX), NAD, an iron-sulfur cluster, and a
calcium-binding ‘EF’ hand. Images generated from Protein Data Bank files 1MBN, 1OG3, 1CP2, 1CLL.
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translational modifications occurs in a family of
fluorescent proteins well known to modern cell
biologists. These are single-domain molecules
that form a 	-barrel tertiary fold. Green fluores-
cent protein (GFP) is the archetypal member of
this family, and was originally purified from a
species of jellyfish, Aequoria victoria. Its fluores-
cent property derives from the formation of a
fluorophore within the hydrophobic core, by
means of a series of reactions involving a triplet
of conserved Ser-Tyr-Gly amino acids that result
in rapid cyclization of the main-chain between
the serine and glycine residues, along with a slow
oxidation of the tyrosine side-chain (FIGURE 1.61).
The structural stability of GFP has allowed ex-
tensive modification of its fluorescent properties
by site-directed mutagenesis through alteration
of the local environment of the fluorophore and
even changing its structure. These mutational
variants, along with fluorescent proteins identi-
fied and cloned from other organisms, have pro-
vided a veritable arsenal of molecules with
different excitation and emission spectra. These,
in turn, constitute powerful tools for investiga-
tion of the subcellular localization and interac-
tions of proteins to which GFP and its multicolored
offspring have been fused.

Dynamics, flexibility, and
conformational changes

The small oxygen-storage protein, myoglobin,
has been called the ‘hydrogen atom’ of molec-
ular biology, reflecting its prominence in some
of the major developments over the last 50 years.
Mammalian myoglobins are extremely highly
conserved proteins, containing 153 amino acids
together with a macrocyclic iron-binding co-
factor, heme. Myoglobin’s importance in our
understanding of the role of protein dynamics
in biological function arises from the early ob-
servation that the site of oxygen binding on the
distal side of the heme (FIGURE 1.62) is inacces-
sible to bulk solvent. Nevertheless, oxygen bind-
ing to myoglobin in solution occurs with
association kinetics only marginally more slowly
than the diffusion limit. This implies that signif-
icant conformational displacements of atoms
from their positions observed in crystal struc-
tures of myoglobin must take place in order that
even small, diatomic ligands such as oxygen
can bind to the heme iron. Through a variety
of computational, biochemical, biophysical, and
structural studies on myoglobin and a host of
other systems, we now view proteins as exist-
ing not as a single rigid structure, but rather as
an ensemble of rapidly interconverting confor-
mations. In this way, the motions experienced
by atoms within myoglobin are sufficient to
open up channels in the structure, allowing ac-
cess of oxygen and carbon monoxide to the pro-
tein interior.

The structural motions that occur in pro-
teins can be crudely classified as ‘local’ or ‘global.’
Local changes involve, for the most part, ex-
tremely small movements resulting from ther-
mal fluctuations in covalent bonds that take

Key concepts
• Proteins are often mistakenly construed to be

rather static and rigid structures. Structural infor-
mation derived from NMR, other solution spec-
troscopy, and even X-ray crystallography, however,
has shown that proteins are highly dynamic.

• A wide variety of atomic motions have been ob-
served in proteins, and may occur on a broad range
of time scales.

• The dynamics of a protein can be, and most often
are, intimately linked to their biological function.

• Conformational changes within a single protein or
a multiprotein complex can involve fluctuations in
chemical bonds, amino acid side-chain motions, or
large movements of domains or entire proteins
within a complex.

1.12

Formation of the GFP fluorophore
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FIGURE 1.61 The GFP fluorophore forms upon folding of
the protein itself and remains buried in the hydrophobic
core of the 	 barrel. Image generated from Protein Data
Bank file 1GFL.
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1.12 Dynamics, flexibility, and conformational changes 45

place on the femto (10-15) to pico-second (10-

12) time scale and reflect positional displace-
ments of less than 1 Å. Conformational changes
in amino acid side-chains (such as flipping of
the aromatic rings of phenylalanine and tyro-
sine) or the aromatic rings of phenylalanine and
tyrosine occur on the millisecond time scale,
whereas more extensive ‘global’ motions of sec-
ondary structural elements or whole domains
can take place on time scales ranging from pico-
to milliseconds, and sometimes even longer.

The idea that conformational change and
flexibility are important in protein function has
been around for many years. The effects of mu-
tational disruption in hemoglobin as a cause of
sickle-cell anemia were recognized as a con-
formational defect long before hemoglobin’s
structure was finally determined. Indeed, we
now recognize that mutation is a major cause
of structural change in proteins, which we con-
sider in more detail later (Section 1.15, Structure
and medicine). 

Some of the major insights into the biolog-
ical significance of conformational changes have
been from studies of enzyme catalysis. In 1958,
Koshland suggested the notion of induced-fit
in order to explain both the high specificity and
the catalytic activity of enzymes. The model pro-
posed that binding of the correct substrate to an
active site would be accompanied by conforma-
tional changes in that active site (or even the
substrate itself). In this way, non- or pseudo-
substrate binding would not induce an enzyme
conformation that was catalytically proficient, be-
cause it would not be reconfigured to bind most
tightly to the transition state of the reaction.
Many examples of induced fit have now been ob-
served structurally, the first being the structures
of hexokinase when free and bound to its sub-
strate glucose, which show large changes in the
relative orientation of two domains as the en-
zyme closes around the substrate (FIGURE 1.63).

We have already addressed the concept of
allosteric conformational changes in the con-
text of the oxygen carrier hemoglobin. Here
binding of oxygen to the ferrous heme-iron
atom of one subunit results in a shortening of
the coordination bond that connects the heme
group to the so-called proximal histidine residue.
This change in bond length exerts a pull on the
F-helix within which the proximal histidine re-
sides, and the ensuing conformational change
is transmitted through the breaking of salt
bridges to the other subunits, raising their oxy-
gen affinity. As such, hemoglobin is a model of
allostery, where binding of a ligand or ‘allosteric
effector’ causes a conformational change that ei-
ther positively or negatively affects interactions
at a second site. The effect of allostery on the
affinity of successive binding sites is known as
cooperativity. 

Allostery is one of the most common reg-
ulatory mechanisms found in biological systems
and is facilitated by quaternary association. The
concept of allostery was originated by Monod,
Wyman, and Changeux in a classic paper pub-
lished in the Journal of Molecular Biology. The
‘MWC’ or ‘concerted’ model considers allostery
as acting on only two symmetric and rigid qua-
ternary structures called the ‘tense’ or ‘T’-state,
which has low ligand affinity, and the ‘relaxed’
or ‘R’-state, which has higher affinity. These
two states are in equilibrium, and binding of a
ligand/effector molecule to successive subunits
‘pulls’ the conformational equilibrium toward
the high-affinity R-state. Alternatively, Koshland
and coworkers described a ‘sequential’ model,
which allows for binding of a ligand to one sub-
unit to directly influence the binding site con-
formation of other subunits in the oligomer. In
fact, both models may be necessary to explain
the overall behavior of hemoglobin in response
to pH (the ‘Bohr effect’), binding of diatomic
ligands (oxygen, carbon monoxide), and al-
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A conformational barrier to oxygen binding in myoglobin

FIGURE 1.62 A conformational barrier to oxygen binding in myoglobin. Image generated from Protein Data Bank file
1MBO.
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losteric effectors such as diphosphoglycerate. 
Allosteric effectors need not always be small

molecules. They can be whole proteins, and
there are many instances of conformational
changes that result from binding of regulatory
subunits to activate or even inhibit activity of
the resulting complex. As an example, we will
consider the cyclin-dependent kinases (CDKs)
that function as master regulators of cell-cycle
progression in eukaryotes. As such, their kinase
activity must be highly controlled, and this oc-
curs at a number of levels. Each CDK associates
with different but specific activating subunits
called cyclins at precise times in the cell cycle.
The major effect of cyclin binding is a confor-
mational change in the kinase subunit that
pushes an �-helix containing a catalytically im-
portant glutamate residue into the active site
(FIGURE 1.64). This is not the whole story, how-
ever, because additional events are required for
full activation. First, an inhibitory tyrosine phos-
phorylation must be removed by protein phos-
phatase. Second, an activating phosphorylation
on a specific threonine residue located in the
‘activation’ or ‘T’-loop is required for it to adopt
an ordered conformation required for substrate
binding and catalysis. Indeed, the central role
of phosphorylation-dependent conformational
changes in CDK activation, and kinase activa-
tion in general, exemplifies how posttransla-
tional chemical modifications can result in
biologically important structural changes.

Possibly the most common driver of confor-
mational changes in proteins is the hydrolysis
of nucleoside triphosphates (NTPs), particularly
ATP. NTPs are remarkable molecules because

they are relatively stable in isolation in spite of
the fact that the phosphate–phosphate bonds
are referred to as ‘high energy’: hydrolysis of
the bond between the 	 and � phosphates yields
around 12 kcal mol-1 of free energy. This oc-
curs efficiently only when hydrolysis of ATP is
catalyzed by enzymes called ATPases, an essen-
tial characteristic given that spontaneous hy-
drolysis by water would otherwise render ATP
too unstable to be useful! 

In earlier sections we have seen how ATP
hydrolysis during phosphorylation by protein
kinases can result in structural changes that
arise from rearrangement of protein segments
containing the phosphorylated residues, or
through the interaction of phosphospecific
binding proteins with phosphorylated regions.
In Section 1.15, Structure and medicine, we will
also see how small structural changes in small
GTPases are driven by GTP binding and hy-
drolysis. ATP hydrolysis can, however, be cou-
pled to large conformational changes, a
phenomenon perhaps best exemplified by so-
called motor proteins such as myosin, kinesin,
and dynein. These molecules most generally
produce mechanical movement through in-
teraction with fibrous cellular substructures
such as actin filaments and microtubules
formed by polymerization of actin and tubu-
lin, respectively.

The most complete structural picture of
how the chemical energy of ATP hydrolysis is
transformed into mechanical force has emerged
from studies of a proteolytic fragment of myosin
called S1, which contains the globular ‘head’
or ‘motor’ domain that binds to actin filaments

GlucoseGlucoseGlucose

Induced fit in enzyme regulation

FIGURE 1.63 Induced fit in enzyme regulation. Images generated from Protein Data Bank files 2YHX, 1HKG.
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1.12 Dynamics, flexibility, and conformational changes 47

and ATP itself, and a regulatory domain, which
is often referred to as the lever arm. In full-
length myosins, a third ‘tail’ domain is present
that is responsible for interacting with other cel-
lular proteins. Movement is produced by
changes in affinity of the regulatory domain
for the actin filament, which is, in turn, cou-
pled to a cycle of ATP binding, hydrolysis to
ADP plus inorganic phosphate (Pi), and finally,
ADP and phosphate release (FIGURE 1.65). These
changes in affinity result in the successive bind-
ing and dissociation of the myosin/actin com-
plex during the cycle. The small conformational
changes that occur during the ATP cycle are
then transduced to and magnified by the lever
arm, an extended coiled-coil structure that is
stabilized through calcium-binding EF-hand
proteins known as light-chains. The lever arms
of different classes of myosins (of which some
20 are currently known) may differ substan-
tially in length. This provides for different
lengths of powerstroke that are adapted for
specific biological functions.

Conformational changes in activation of cyclin-dependent kinases
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FIGURE 1.64 Protein–protein and phosphodependent conformational changes in the activation of cyclin-dependent kinases.
Images generated from Protein Data Bank files 1HCL, 1QMZ.
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Protein–protein and
protein–nucleic acid
interactions

The biological functions of proteins are exercised
through the interactions that they make with
other molecules, and the diversity of these inter-
actions can be seen in specific contexts elsewhere
in this chapter. This section will address the mo-
lecular basis of how protein interactions occur,
the nature of the interfaces that have been ob-
served, and the ways that these characteristics
regulate binding affinity, stability, and specificity.
Although the discussion will focus on protein–pro-
tein and protein–nucleic acid complexes, the prin-
ciples described are equally applicable to
interactions of proteins with other ligands, such
as sugars, lipids, cofactors, and substrates.

Reversible binding of two molecules to form
a bimolecular complex is most often described
by the affinity of the interaction. The term affin-
ity refers to the equilibrium constant that is de-
fined by the relative concentrations of the bound
and free species in a mixture at equilibrium. In
thermodynamic terms, the equilibrium con-
stant is related to the Gibbs free energy (�G) of
binding (FIGURE 1.66), and this must always be
negative for a spontaneous interaction. The as-
sociation equilibrium constant, Ka, has units
mol-1, so we will refer to affinity in terms of dis-
sociation constant Kd, which has the more in-
tuitive units of mol. Thus tighter binding
complexes have lower Kd values such that an
affinity of 1 mM is weaker than 1 �M, and so
on. The free energy, �G, can also be described
as a sum of enthalpic (�H) and entropic (�S)
terms. The relative enthalpic and entropic com-
ponents of protein interactions can be meas-
ured in several ways, but the structural basis
for the contributions of each of the two compo-
nents is often difficult or impossible to delin-
eate. Nonetheless, some general trends are
discernable and the ability to predict ab initio
how proteins form complexes is, along with the
protein-folding problem, a major goal of com-
putational and experimental biochemists.

Key concepts
• The interactions that proteins make define their

biological function and are dictated by their struc-
ture, dynamics, and physico-chemical properties.

• Protein interfaces are formed by combinations of
polar, nonpolar, and electrostatic interactions
whose relative contributions define binding speci-
ficity and affinity.

1.13
The structure and physico-chemical proper-

ties of protein–ligand interfaces are necessarily
dictated by the distribution and conformations
of the amino acids at that interface and, impor-
tantly, by their interactions with surrounding
solvent. For this reason, interfaces can be roughly
described in terms of the relative contributions
of hydrophobic interactions, hydrogen bond-
ing, and electrostatic effects. Quantitatively, the
overall size of the interface is often reported in
terms of the solvent-accessible surface that is
buried or rendered inaccessible to solvent upon
complex formation (FIGURE 1.67). Surfaces ac-
tually observed in crystal structures show buried
surface areas in the range of around 800 Å2 at
the lower end up to or exceeding 5000 Å2, with
a mean value around 1500 Å2. A more detailed
analysis of the binding surface can supply infor-
mation about the relative extents of interfacial
contacts mediated by polar and nonpolar atoms,
with nonpolar contacts typically contributing
around 60% of the interface in high-affinity,
stable complexes. 

In terms of biological activity, it is conven-
ient to classify protein–protein or protein–lig-
and complexes as either stable (long-lived) or
transient (short-lived). For example, the four
subunits of hemoglobin are extremely stable,
which makes biological sense given that the in-
dividual proteins could not fulfill their biolog-
ical function. Conversely, many functionally
significant complexes may only form for a short
but precise time period, allowing rapid responses
to changes in the cellular environment.
Posttranslational modifications can ‘switch’ a
weak and transient interaction into a tight and
stable one. In the absence of such modifications,
though, interfaces formed between weak, tran-

Binding, equilibria, and free energy
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FIGURE 1.66 Binding, equilibria, and free energy.
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1.13 Protein–protein and protein–nucleic acid interactions 49

siently interacting proteins tend to be small and
somewhat less hydrophobic in nature.

Although the numbers of protein–protein
and protein–ligand complexes represented in
the protein databank continues to increase, it
remains difficult or even impossible to accu-
rately predict the affinities of interactions from
structure alone. This is because interaction en-
ergies that occur between large and complex
interfaces consist of enthalpic contributions
from van der Waals forces, hydrogen bonding,
and electrostatic interactions, along with en-
tropic effects derived from the formation of non-
polar interactions that displace surface water
molecules (and therefore increase entropy).
Often, a loss of entropy arises from a reduced
conformational flexibility upon complex for-
mation. Broadly speaking, the overall size of
the interface is loosely correlated with affinity,
which has the inevitable consequence that for
the interaction of two globular proteins, an in-
crease in affinity can only be achieved by an in-
crease in the overall size of one or both partners.
As we will see in Section 1.14, Function without
structure?, some proteins have circumvented
this evolutionary ‘limitation’ by utilizing tracts
of unstructured sequence to maximize interac-
tion surfaces.

Specificity is one of the most critical fea-
tures of any interaction and can be usefully de-
fined as the relative affinities of a protein for
different binding partners. For this reason, high
affinities are not necessarily an indicator of high
specificity, and vice versa. As a general rule, it
is important to realize that affinities and speci-
ficities of interactions in biological systems are
optimized rather than maximized. Nonpolar in-
teractions are thought to contribute most to
overall affinity, whereas specificity is mostly de-
rived from shape complementarity (which may
have a nonpolar component) and hydrogen
bonding. In this respect, the pioneering work of
Alan Fersht in the early 1980s is particularly
significant. Using the enzyme tyrosyl tRNA syn-
thetase as a model system, Fersht and cowork-
ers employed the newly developed technique
of site-directed mutagenesis to introduce indi-
vidual amino acid substitutions into the pro-
tein and examine the effects on catalysis and
specificity. In particular, these studies showed
that single uncharged hydrogen bonds con-
tribute relatively little to binding and specificity,
whereas those involving a charged donor or ac-
ceptor are much more significant.

As mentioned in the preceding discussion
of nonpolar interactions, water molecules play

an important, albeit indirect, role in the forma-
tion of protein-binding interfaces. Ordered 
water molecules are commonplace in
protein–protein and protein–ligand interfaces,
where they may mediate linking hydrogen-
bonding contacts between side-chains across
the binding surface (FIGURE 1.68), or fill ‘holes’
and thus increase surface complementarity.
How and if they contribute to interaction speci-
ficity has been a controversial question that
initially gained prominence in the context of
protein–nucleic acid interactions. Most struc-
tures of complexes solved at high resolution
contain interfacial waters, many of which make
their full complement of four hydrogen bonds
(two H-bond donors and two acceptors). These
water molecules clearly play an important
structural role, and in some cases appear to
have been conserved through evolution.

Solvent-accessible surface is buried at
protein interfaces

Buried/solvent-inaccessible
surface � [(x 
 y)�(x:y)]Å2

Complex 
formation

xÅ2 yÅ2

x:yÅ2

Solvent-accessible surface

FIGURE 1.67 Solvent-accessible surface is buried at pro-
tein interfaces.

Interfacial, water-mediated hydrogen bonds

Molecule 1Molecule 1

Molecule 2Molecule 2

Molecule 1

Molecule 2

FIGURE 1.68 Interfacial, water-mediated hydrogen bonds.
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Nucleic acids constitute a major class of
binding partners for proteins, and these inter-
actions are central to the regulation of the
processes of transcription, translation, and DNA
replication. The first protein–DNA complexes
characterized by X-ray crystallography were
those of prokaryotic transcriptional regulators,
and these structures showed, for the first time,
how proteins are able to exploit the character-
istics of B-form DNA in generating specific and
high-affinity interactions. The structure of 
double-stranded DNA, as suggested by Watson
and Crick in the 1950s, has become something
of an icon. To recap, the two strands of con-
nected nucleotide bases intertwine in an an-
tiparallel arrangement to form a right-handed
double-helical structure with the phosphate
groups of each nucleobase located on the periph-
ery of the double-helix, linking to the 3’ ribose
hydroxyl group of the next through a phospho-
diester bond. The strands are held together
through specific patterns of hydrogen bonds
(the familiar base-pairing interactions) of the
nucleobases (adenine with thymine, cytosine
with guanine) at the center. 

From the point of view of a DNA-binding
protein, the major structural features of clas-
sical B-form double-stranded DNA (dsDNA)
are two ‘grooves’ that differ in width and depth
(FIGURE 1.69). The minor groove is rather nar-
row, but the major groove is much wider, al-
lowing access of binding proteins to nonpolar
and hydrogen-bonding groups on the edges of
the base-pairs. In fact, the width of the major

groove is ideally suited to accommodate a sin-
gle �-helix, and many X-ray and NMR struc-
tures have shown how helices in the context
of helix-turn-helix (HTH), helix-loop-helix
(HLH), basic leucine zipper (bZIP), zinc-finger,
and other motifs interact with the major groove
(FIGURE 1.70). Major groove recognition, how-
ever, is not limited to �-helices, and the struc-
ture of another bacterial repressor, MetJ,
showed that a pair of antiparallel 	 strands can
function in a very similar and equally effective
way (Figure 1.70). Indeed, it has subsequently

Structure of double-stranded DNA

Minor grooveMinor groove

Major grooveMajor groove

Minor groove

Major groove

FIGURE 1.69 Structure of double-stranded DNA.

Interactions with the major groove of DNA by �-helices and 	 strands

cI repressor/DNA complexcI repressor/DNA complex
��-helix-helix in the major groove in the major groove

MetJ/DNA complexMetJ/DNA complex
		-strands in-strands in the major groove the major groove

cl repressor/DNA complex
�-helix in the major groove

MetJ/DNA complex
	-strands in the major groove

FIGURE 1.70 Interactions with the major groove of DNA by �-helices and 	 strands. Images generated from Protein
Data Bank files 1LMB, 1MJ2.
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become clear that combinations of �, 	, and
extended structure may be used in combination
in protein–DNA recognition to provide speci-
ficity through interaction with the base edges,
along with increased affinity through largely
nonspecific electrostatic interactions with the
negatively charged phosphate backbone. It has
also emerged that proteins do not only bind to
linear DNA duplexes, and major distortions in
bound DNA have been observed that range
from significant bends in the DNA helical axis
to dramatic deformations in the phosphodi-
ester backbone, allowing access to the minor
groove itself.

In comparison to DNA, RNA presents a
much more varied and complex spectrum of
problems in molecular recognition by proteins.
This arises from the fact that RNA is produced
as a single-stranded molecule by transcription
from a DNA template. As such, RNA can and
does form a bewildering array of secondary and
even tertiary structures that are, nevertheless,
technically difficult to investigate by either X-
ray or NMR methods. Double-stranded RNA
regions form a so-called A-form structure in
which the minor groove is wider than in B-form
DNA, whereas the major grove is deeper but
narrower, presenting different structural fea-
tures to potential binding proteins (FIGURE 1.71). 

The diversity in RNA structure appears to
be matched by the diversity of ways in which
proteins interact with it. Single-stranded re-
gions in RNA may allow direct ‘reading’ of the
base sequence through interactions with the
base-pairing hydrogen-bond donor/acceptors

that are otherwise inaccessible in double-
stranded RNA or DNA. In addition, proteins
may recognize three-dimensional surfaces cre-
ated by tertiary interactions within any given
RNA molecule. Examples of many or all of these
strategies are available (FIGURE 1.72), but the
generalizations that enable us to broadly clas-
sify protein–DNA interaction mechanisms are
less obvious for protein–RNA binding systems.
Suffice it to say that the high-resolution struc-
tures of the 50S and 30S subunits of prokary-
otic ribosomes revealed a host of new RNA
structural motifs within the 23S, 16S, and 5S
RNAs. At the same time, these remarkable struc-
tures have revealed a host of novel interactions
of the ribosomal RNAs with the complement of

Pumilio domain a-helical repeatsPumilio domain a-helical repeats

Single-stranded RNASingle-stranded RNA
- bases are exposed for recognition- bases are exposed for recognition

by protein side-chainsby protein side-chains

Recognition of RNA Recognition of RNA 
secondary structuresecondary structure

- major groove distortion- major groove distortion

Pumilio domain �-helical repeats

Single-stranded RNA
- bases are exposed for recognition

by protein side-chains

Recognition of RNA 
secondary structure

- major groove distortion

Sequence- and structure-dependent protein–RNA interactions

FIGURE 1.72 Sequence- and structure-dependent protein–RNA interactions. Images generated from Protein Data Bank
files 1M8Y, 1ZBN.

Minor grooveMinor groove

Major grooveMajor groove

Minor groove

Major groove

Structure of double-stranded RNA

FIGURE 1.71 Structure of double-stranded RNA.
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ribosomal proteins (FIGURE 1.73). Nevertheless,
even including the information from the struc-
tures of ribosomes and their components, pro-
tein–DNA complexes dominate the complement
of nucleic acid structures available at present
and there is much more to be learned about
RNA structure and the ways in which proteins
and RNA interact.

Function without
structure?

To this point we have seen many examples of
how the three-dimensional structure of a vari-
ety of proteins and protein complexes is exquis-
itely related to function. It has, however, become
increasingly apparent that some proteins with
clearly defined and important biological activ-
ities appear to lack any obvious tertiary or even
secondary structure. These have become known
as ‘natively unfolded’ or ‘intrinsically unstruc-
tured’ proteins. These molecules are not as un-
common as one might expect. Although only
a few examples have been found or predicted
in prokaryotes, it appears that upward of 30%
of proteins encoded in eukaryotic genomes may
fall into this class. Although some proteins may
consist entirely of unstructured regions, a hi-

Key concepts
• Many protein functions may be carried out by, or

depend on, unstructured regions of amino acids.
• In the formation of complexes involving unstruc-

tured regions, complexes may remain completely
or partially unfolded, or may adopt secondary or
tertiary structures upon binding.

1.14

erarchy of organization exists, with some pro-
teins containing some secondary structure and
others containing unstructured regions within
which globular domains may be embedded.

Unfolded proteins or regions within proteins
are generally characterized by amino acid se-
quences that are of ‘low complexity.’ Such se-
quences may contain extended tracts of polar
residues in many combinations, and such pri-
mary structures are not able to adopt a globular
fold due to the absence of nonpolar groups that
could form a hydrophobic core. Given the re-
markable functional characteristics that are be-
stowed upon proteins by virtue of the secondary,
tertiary, and quaternary structures, the advantages
of unfolded conformations might appear to be
somewhat obscure. Indeed, there would appear
to be some obvious disadvantages, most notably
sensitivity to proteolytic degradation. Several
useful features of disordered regions are, how-
ever, discernable, and we will consider them in
the context of a few of the structurally and bio-
chemically characterized biological systems in
which the function of natively unfolded proteins
has been investigated.

One of the first structures of a complex of a
natively unfolded protein (NUP) with a binding
partner to be described was that of the the
cyclin/CDK inhibitor p27 and its cognate kinase
cyclinA/CDK2. In fact, this is one of a number of
examples of the activity of NUPs in the general
area of cell-cycle regulation that seems to be
something of a focus for this class of molecules.
The X-ray structure shows clearly how p27 wraps
around the cyclin/CDK complex and inhibits the
enzyme by rearranging the position of the ki-
nase N-lobe and intruding into the ATP binding

RNA structure and RNA–protein interactions in the bacterial ribosome

50S50S 30S30S

23S RNA23S RNA

5S RNA
16S RNA16S RNA

50S 30S

23S RNA

16S RNA

FIGURE 1.73 RNA structure and RNA–protein interactions in the bacterial ribosome. Images generated from Protein Data
Bank files 1KC8, 1HNX.
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site (FIGURE 1.74). In forming the complex, a large
solvent-accessible surface is buried by fewer than
70 residues of p27. This exemplifies the fact the
extent of binding interfaces generated by NUPs
is much greater than would be possible for a glob-
ular protein of the same number of amino acids.

The general importance of posttranslational
modifications has been discussed (Section 1.11,
Posttranslational modifications and cofactors) and
the extended, unstructured nature of natively
unfolded regions would be expected to facili-
tate access when modifying enzymes to target
residues. This notion correlates well with the
observation that NUPs are prevalent in cell-cy-
cle regulatory mechanisms where a good deal
of posttranslational modification, particularly
phosphorylation, is employed. In addition to
cell-cycle proteins, natively unfolded regions
are characteristic of many proteins involved in
nucleic acid recognition and transcriptional ac-
tivation, many of which may also be subject to
phosphorylation or other regulatory mecha-
nisms. In terms of DNA binding, a globular do-
main may mediate sequence-specific recognition
whereas an extended, basic ‘tail’ region binds
nonspecifically to the phosphate backbone, con-
tributing to the overall interaction affinity.
Similarly, transcriptional activation regions such
as the classical ‘acid blob’ segment of herpes

simplex virus VP16 execute their biological func-
tion in a natively unfolded form. In other tran-
scriptional activator proteins, however, natively
unfolded regions may spontaneously fold into
globular structures upon interaction with part-
ner proteins or activation targets. For example,
the kinase-inducible transcriptional activation
domain (KID) of the cyclic AMP-response ele-
ment binding protein (CREB) binds to the KIX

N-lobeN-lobe

C-lobeC-lobe
CDK2CDK2

N-lobe

C-lobe
CDK2

p27p27p27

Cyclin ACyclin A

p27-inhibition of cyclin-CDK

FIGURE 1.74 p27-inhibition of cyclin-CDK. Image gener-
ated from Protein Data Bank file 1JSU.

Phosphorylation-dependent folding-upon-binding in KIX/KID interactions

Ser 133
phosphorylation

KID

KIX

FIGURE 1.75 Phosphorylation-dependent folding-upon-binding in KIX/KID interactions. Image generated from Protein
Data Bank file 1KDX.
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domain of CREB-binding protein (CBP) upon
phosphorylation of a specific serine residue, Ser
133. Both the phosphorylated and unphospho-
rylated forms of KID are natively unfolded in so-
lution but fold into a roughly helix-turn-helix
motif upon binding to KIX (FIGURE 1.75). As the
name implies, KID refolding and binding to CBP
is absolutely dependent on phosphorylation,
and the extensive hydrogen-bonding interac-
tions between phospho-Ser 133 and KIX
residues in the complex presumably provide a
favorable enthalpic contribution that allows for-
mation of the folded structure. Similarly, fold-
ing-upon-binding has been observed to occur
in a number of DNA-binding proteins follow-
ing interaction with their DNA targets, and this
effect can directly contribute to the specificity
of the interaction.

Structure and medicine

Mutation as a cause of disease has long been a
focus for molecular and structural biology.
Indeed, the existence of naturally occurring mu-
tations, and the ability to induce mutations chem-
ically, underpinned much of the early research
into the nature of the gene and the genetic code
itself. As we have seen, the precise sequence of
amino acids in any given protein has evolved
over millions of years to provide a precise archi-
tecture tailored to biological function. Clearly, not
all mutations are necessarily deleterious or the
process of natural selection could not work, and
we now know of thousands of sequence poly-
morphisms within the human genome that are
functionally (or phenotypically) silent. Equally,
however, we also know of many point muta-
tions, frameshifts, deletions, insertions, and ge-
netic rearrangements that have devastating
medical consequences.

The concept that disease may arise as a re-
sult of genetic aberration has a long history and
stems from the observations of Archibald Garrod
in the late nineteenth century, who coined the
term ‘inborn errors of metabolism’ to describe
a variety of congenital metabolic diseases such

Key concepts
• The accumulated knowledge of the detailed three-

dimensional atomic structures of many thousands
of proteins and their complexes has provided un-
paralleled insights into a great many aspects of
the biological functions of proteins.

• Protein structure analysis has opened up new vis-
tas of opportunity for understanding the molecular
basis of disease and the design and development
of new therapeutic approaches.

1.15

as phenylketonuria. Garrod insightfully attrib-
uted these to defects in enzymes long before it
was known that enzymes were proteins! In the
1950s, Max Perutz’s studies on sickle-cell hemo-
globin were the first to apply structural meth-
ods—in this case, X-ray crystallography—to
attack a human disease at the molecular level,
showing how a single mutation of glutamate to
valine in the 	 subunits of adult human hemo-
globin causes pronounced changes in structure
and solubility of the affected �2	2 Hb tetramer,
causing it to aggregate as fibrillar structures in
red blood cells and induce the sickle shape long
known to microscopists.

Sickle-cell anemia is one example of how
the disruption of structural integrity can lead to
disease. Among these are the ‘diseases of aggre-
gation’ such as Alzheimer’s, Huntington’s, and
prion-related disorders that are often associated
with neurodegeneration. Huntington’s disease
is representative of a class of disorders caused
by expansion of cytosine-adenine-guanine nu-
cleotide triplets that encode the amino acid glu-
tamine. The number of consecutive glutamines
within the expanded glutamine tract is linked to
the onset of disease with a threshold of 36 or
more. The physical basis of this observation re-
mains unclear, but as the expansion exceeds this
number, affected molecules become deposited
in insoluble aggregates known as inclusion bod-
ies. In fact, disorders resulting from conforma-
tional disruption may arise not only by mutation,
but also through other physico-chemical effects,
as appears to be the case with prion-related dis-
eases. The native prion protein (PrPc) is a largely
�-helical molecule (FIGURE 1.76) that undergoes
a dramatic structural transition to form fibrillar
aggregates with a characteristic 	-sheet struc-
ture. Again, the cause of this conformational
change is still under debate and has been vari-
ously proposed to involve posttranslational mod-
ifications, metal binding, and other events such
as the three-dimensional domain swapping that
we described earlier. It appears, however, that
the extended beta structures may be a feature
of many, if not all, diseases of aggregation, sug-
gesting a common, but still poorly understood,
aggregation mechanism.

Among the best-studied diseases of muta-
tion is cancer, and thousands of pro-oncogenic
genetic lesions have been identified and mapped
within a large array of cell-cycle regulators, sig-
naling molecules/complexes, and others. The
first oncogene identified and characterized was
derived not from human cells, but from a ‘trans-
forming’ retrovirus, Rous sarcoma virus. The
oncogene product was shown to be nearly iden-
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tical in sequence to cellular ras, a small GTPase.
The crucial difference between the virally en-
coded protein (v-Ras) and the cellular homo-
logue (H-Ras) is a point mutation that results
in substitution of a glycine at position 12 to va-
line (G12V). Ras is the archetypal member of a
large superfamily of GTP-binding proteins that
function in many different signaling pathways.
They generally have a low intrinsic GTP-hy-
drolysis activity (GTPase) and exist in either
GTP-bound or GDP-bound forms that differ in
the structural arrangement of two ‘switch’ re-
gions of the protein, switches I and II (FIGURE
1.77). They are in turn controlled by two classes
of regulatory molecules that inactivate the GTP-
bound form through stimulation of the intrin-
sic GTPase activity (GTPase-activating proteins
or GAPs) and guanine-nucleotide exchange fac-
tors (GEFs) that catalyze the replacement of
GDP with GTP. In the GTP-bound form, small
GTPases are able to bind to and regulate the ac-
tivity of a wide variety of downstream effector
molecules such as protein kinases, whereas the
GDP-bound state is inactive for effector inter-
action. The oncogenic G12V mutation is located
in the phosphate-binding loop (P-loop) that
forms a structural cradle for the 	 and � phos-
phates of GTP. The mutation has two major ef-
fects. First, it lowers the intrinsic rate of GTP
hydrolysis, maintaining the active conforma-
tion and thus continuously providing Ras-de-
pendent growth and proliferation signals.
Second, the G12V mutation blocks the produc-
tive association of GTP-bound Ras with RasGAP,
effectively protecting the GTP-bound state even
further (FIGURE 1.78). We now know that so-
matic G12V mutation of normal cellular ras oc-
curs in a high proportion of human cancers,
classifying the Ras gene as a proto-oncogene.

A second class of molecules that are inti-
mately involved in protecting cells against the
effects of cancer-promoting mutations are the
so-called tumor suppressors. Of these, one of
the best characterized is a tetrameric protein
called p53 (53 kDa is its apparent molecular
weight on SDS-PAGE gels). p53 has been called
the ‘gatekeeper’ of the cell cycle. It is a modu-
lar protein comprising an N-terminal regula-
tory region, a central DNA-binding domain, and
a C-terminal tetramerization motif, and it func-
tions primarily as an activator of the transcrip-
tion of an inhibitor of cyclin-dependent kinases.
Mutations that directly interfere with biochem-
ical activity, or result in reduced expression of
p53, are found in the majority of tumors, and
occurrence of p53 mutations in the germline

result in a familial predisposition to cancer.
Although different classes of mutations may be
associated with different cancer types, many
occur within the central DNA-binding domain
of p53. Here, mutations have a variety of struc-
tural effects, including overall destabilization
of the domain, but the X-ray structure shows
clearly that many mutations occur at residues
that are intimately involved in nucleic acid bind-
ing (FIGURE 1.79). 

One of the greatest problems facing mod-
ern medicine is that of drug resistance, and struc-
tural biology continues to play an important role
in understanding and combating it. The extent
of the problem is exemplified by the fact that a
number of highly pathogenic microorganisms
are resistant to virtually every antibiotic in clin-
ical use. Resistance to the action of drug mole-
cules can occur in a number of ways. First,

Switch II

Switch I

GTP

The GTPase ‘switch’

FIGURE 1.77 The GTPase ‘switch.’ Images generated from
Protein Data Bank files 2CLO, 4Q21.

Human prion protein fragment

FIGURE 1.76 Sheep prion protein fragment. Image gen-
erated from Protein Data Bank file 1UW3.
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enzymes that are able to use the drug molecules
as substrates and chemically inactivate them are
common. For example, penicillin, the first 
antibiotic identified by Alexander Fleming nearly
a century ago, is a member of a large family of
	-lactam antibiotics in common clinical use.
Resistance to 	 lactams, however, is common
and often mediated by a group of enzymes called

	 lactamases that are able to cleave the 	-lactam
ring (FIGURE 1.80). Second, membrane-bound
efflux pumps such as the Escherichia coli
TolC/AcrA/AcrB complex are able to efficiently
export a broad spectrum of drug molecules from
target cells (FIGURE 1.81). Finally, resistance may
be mediated by mutations in the protein targets

DNADNA

p53 dimerp53 dimer

DNA

p53 dimer

common cancer mutations

Cancer-causing mutations in the p53
tumor suppressor

FIGURE 1.79 Cancer-causing mutations in the p53 tumor
suppressor. Image generated from Protein Data Bank file
2GEQ.
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FIGURE 1.80 	-lactam ring cleavage by 	 lactamases.
Image generated from Protein Data Bank file 1IEL.
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FIGURE 1.78 Steric effects of the G12V oncogenic Ras mutation. Image generated from Protein Data Bank file 1WQ1.
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of small-molecule inhibitors that prevent or re-
duce the affinity of interaction. For example,
the anticancer drugs Iressa and Gleevec/Imatinib
target several receptor (e.g., epidermal growth
factor receptor) and nonreceptor (e.g., c-Abl)
tyrosine kinases as competitive inhibitors of ATP
binding. Unfortunately, it appears that cancer
cells treated with these compounds can rapidly
accumulate mutations that reduce the efficacy
of these drugs through a number of effects, in-
cluding direct steric interference with drug bind-
ing (FIGURE 1.82). Knowledge of the location and
structural effects of these mutations, however,
can assist in the design of new compounds that
circumvent these problems.

A model of the TolC/AcrA/AcrB complex model 
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membrane
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FIGURE 1.81 A model of the TolC/AcrA/AcrB complex model. (Coordinates kindly supplied by Dr. Ben Luisi, Cambridge, UK.)
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FIGURE 1.82 Drug-resistance mutation in c-Abl kinase.
Image generated from Protein Data Bank file 1IEP.
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What’s next? Structural
biology in the
postgenomic era

The advent and success of large-scale genome
sequencing has simultaneously shown how di-
verse biological systems are at all levels of or-
ganization and complexity. Although the
structural database now contains information
for around 40,000 proteins and mutational vari-
ants, we must still remember that the human
genome alone may encode upward of 30,000
different proteins, of which we know the struc-
tures of only a relatively small fraction. If we
remember that this basic set of proteins may be
posttranslationally modified and that numer-
ous variants may be produced by, for example,
differential mRNA splicing, it is clear that much
remains to be done merely to characterize in-
dividual molecules. To this end, a number of
structural genomics consortia have been estab-
lished around the world, with a view toward
substantially increasing the available database
of protein structures. These large-scale efforts
have had a degree of success, although the ques-
tion of whether they have fulfilled expectations
is still open to debate. It remains to be seen
whether the current rate of progress is main-
tained as more difficult problems, be they indi-
vidual proteins or complexes, move to the top
of the list of targets!

Still elusive is a real understanding of the
physical processes that drive and regulate pro-
tein folding. The exponential increase in struc-
tural information, however, is beginning to
influence the efforts of mathematical biologists
to predict structure from sequence—not nec-
essarily from first principles, but from a set of
empirical rules or guidelines derived from the
database of known structures. In addition, al-
though we know the basic principles involved
in the binding and specificity of proteins with
other proteins and ligands, it is still difficult or
even impossible to confidently predict the struc-
tural, kinetic, and thermodynamic bases of all
but the very simplest of interacting systems.
This is crucial because as we have seen, pro-
teins, in general, do not function alone, and the
most interesting—and therefore most difficult—
challenge for structural biologists is the detailed
understanding of the biologically relevant com-
plexes that exist in biological systems. 

Many examples of how structural biology
has begun to address these outstanding issues
have been described in the foregoing sections,

1.16
and it is clear that technological developments
are still being made, allowing more complex
and larger structures to be determined at high
resolution. In particular, the growth of NMR
and cryo-EM into mature methods has consid-
erably added to the arsenal of structural biolo-
gists, and the powerful combination of EM with
crystal and NMR analyses has already had some
impressive successes. Nonetheless, the detailed
structural characterization of cellular structures,
such as the nuclear pore complex, the centro-
some, and other ‘mega-complexes’ that may be
constructed from hundreds of proteins, still
seems only a distant possibility.

Perhaps most exciting is the comprehensive
integration of structural and mechanistic infor-
mation into the framework of gene expression,
biochemistry, cell biology, and physiology—a
goal that is central to the emerging field of ‘sys-
tems biology.’ Clearly, there is much left to do!

Summary
The three-dimensional structure of protein mol-
ecules is intimately associated with their bio-
logical function. Over the last 50 years or so we
have seen an explosion in the growth of struc-
tural databases. X-ray crystallography has, to
date, been by far the most successful method
for the high-resolution analysis of protein struc-
tures and complexes. Modern high-field het-
eronuclear NMR approaches, however, and the
developments in single-particle cryo-EM are
now making substantial contributions.

Proteins are made up from a basic and uni-
versal set of 20 � amino acids with L-configu-
ration. The sequence of the amino acids in a
protein chain encodes the final folded or terti-
ary structure that may contain elements of sec-
ondary structure, �-helices, and 	 strands. In
spite of the diversity of proteins sequences that
is observed, the number of distinct structures
that exist is likely to be rather small, with per-
haps only a few thousand folds covering all glob-
ular protein domains. 

A specific protein or enzyme may associate
with itself or with others to form tight quater-
nary arrangements that may be crucial for bi-
ological activity, and provide structural stability
or functional flexibility. Such higher-order
arrangements are necessary for allosteric con-
trol of activity, one of the most commonly ob-
served regulatory mechanisms. Additional
functional and evolutionary versatility is pro-
vided by modular protein architectures where
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individually folded protein domains with dif-
ferent and complementary activities are en-
coded within a single protein sequence.
Fine-tuning and precise control of protein func-
tion may also be achieved through posttransla-
tional modifications that may directly affect
activity, stability, localization, and so forth. 

Proteins are, in the main, rather dynamic,
and motions range from small and rapid atomic
‘vibrations’ through to large-scale conforma-
tional changes in different biological contexts.
Such motions may arise and be driven in differ-
ent ways. They may be linked to the hydroly-
sis of ATP, they may occur as a result of—or
prerequisite for—binding of proteins to them-
selves and/or other ligands, or they may be a
product of posttranslational modification.
Unwanted conformational changes may also be
brought about by mutation, resulting in many
genetic diseases, including cancer.

All proteins function through interacting
with other proteins or a variety of ligands such
as DNA, RNA, lipids, carbohydrates, and small
organic and inorganic molecules. The surfaces
that they employ in these interactions are tai-
lored by evolution to have affinity and speci-
ficity that are appropriate for specific biological
functions. Interactions may be transient, with
lifetimes of milliseconds or less, or may be longer
lived, as seen in many multisubunit complexes.
The nature of the interface in each of these types
of interactions differs in structure and compo-
sition. It is often the case that the primary func-
tion of an enzyme, for example, may be carried
out by only a few active-site and substrate-bind-
ing residues, while the many hundreds of re-
maining amino acids of the molecule are needed
to form a structural scaffold that presents these
specific residues to the substrate with exquisitely
precise stereochemistry.

In many cases, proteins contain both folded
domains along with unstructured regions, usu-
ally at the N- and C-terminal ends, that may
play a variety of regulatory roles. Indeed, re-
gions within modular proteins are usually con-
nected through unstructured ‘linker’ regions
that allow sufficient structural flexibility to per-
mit, for example, intramolecular interdomain
interactions. It now appears that up to ~30% of
all protein sequences within eukaryotic genomes
may encode unstructured regions. In some cases,
an entire protein may contain no tertiary struc-
ture, and these molecules have been classified
as ‘natively unfolded.’ The functional advan-
tages remain largely unclear, but certainly in-
clude properties of flexibility, ease of

posttranslational modification, and the ability
to engage binding partners through more exten-
sive interacting surfaces than are possible for
folded domains.

Knowledge of the structure of proteins and
their complexes informs not only the under-
standing of underlying biological processes and
pathways, but has provided invaluable insights
into the nature and cause of many human dis-
eases. For this reason, structural analysis is now
firmly established as a major tool in the identi-
fication of novel therapeutic compounds and
will continue to underpin and drive the devel-
opments of new and more powerful computa-
tional approaches to the design of new drug
molecules and the improvement of existing
therapies.
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